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Abstract— In this paper we mainly focussed on how to 
retreive the images from large database. Generally in huge 
databases we will have large number of images with the 
same name. when we want to retrieve the image by giving 
a name,we may get some of the images with the same 
name,but in our method it retrieves the images based on 
the content in the image and it also show the comparision 
between present image in the database with the target 
image we are searching for.This is fast and efficient 
method for retriving the exact images from huge 
databases. 
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I. INTRODUCTION 

In content-based image retrieval (CBIR), the search may be 
initiated using a query as an example. The top rank similar 
images are then presented to the user. Then, the interactive. 
Process allows the user to refine his request as much as 
necessary in a relevance feedback loop. Many kinds of 
interaction between the user and the system have been 
proposed [1], but most of the time, user information consists 
of binary labels indicating whether or not the image belongs to 
the desired concept. The positive labels indicate relevant 
images for the current concept, and the negative labels 
irrelevant images. To achieve the relevance feedback process, 
the first strategy focuses on the query concept updating. The 
aim of this strategy to refine the query according to the user 
labeling. A simple approach, called query modification, 
computes a new query by averaging the feature vectors of 
relevant images[2][3].Another approach, the query 
reweighting, consists in computing a new similarity function 
between the query and any picture in the database. A usual 
heuristic is to weigh the axes of the feature space [4]. In order 
to perform a better refinement of the similarity function, 
optimization-based techniques can be used. They are based on 
a mathematical criterion for computing the reweighting, for 
instance Bayes error [5], or average quadratic error [6], [7]. 
Although these techniques are efficient for target search and 
monomodal concept retrieval, they hardly track complex 
image concepts. Performing an estimation of the query 
concept can be seen as a statistical learning problem, and 
more precisely as binary classification task between the 
relevant and irrelevant classes [8]. In image retrieval, many 

techniques based on statistical learning have been proposed, 
as for instance Bayes classification [9], k-Nearest Neighbors 
[10], Gaussian Mixtures [11], Gaussian random fields [12], or 
Support Vector Machines. In order to deal with complex and 
multimodal concepts, we have adopted a statistical learning 
approach. Additionally, the possibility to work with kernel 
functions is decisive. However, a lot of these learning 
strategies consider the CBIR process as a classical 
classification problem, without any adaptations to the 
characteristics of this context. For instance, some 
discriminative classifiers exclusively return binary labels 
when real values are necessary for CBIR ranking purposes. 
Furthermore, the system has to handle classification with few 
training data, especially at the beginning of the search, where 
the query concept has to be estimated in a database of 
thousands of images with only a few examples. Active 
learning strategies have been proposed to handle this type of 
problem. Another point concerns the class sizes, since the 
query concept is often a small subset of the database. In 
contrast to more classical classification problems, relevant and 
irrelevant classes are highly imbalanced (up to factor 100). 
Depending on the application context, computational time has 
also to be carefully considered when an online retrieval 
algorithm is designed. To address this problem, we assume 
that any learning task must be at most (), where is the 
size of the database. In this paper, we focus on statistical 
learning techniques for interactive image retrieval. We 
propose a scheme to embed different active learning strategies 
into a general formulation.  
 
                  II. RELATED WORK 
 
We have experimented several classification methods for 
CBIR: Bayes classification  with a Parzen density estimation-
Nearest Neighbors, Support Vector Machines, Kernel Fisher 
Discriminant [13], and also a query-reweighting strategy [14]. 
Databases, scenario, evaluation protocol and quality 
measurement are detailed in the appendix. The results in terms 
of Mean Average Precision according to the training set size 
(we omit the KFD which gives results very close to inductive 
SVMs) for both ANN and Corel databases. One can see that 
the classificationbasedmethods give the best results, showing 
the power of statistical methods over geometrical approaches, 
like the one reported here (similarity refinement method). The 
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SVM technique performs slightly better than others in this 
context. As they have a strong mathematical framework and 
efficient algorithmic implementation, SVMs are used as the 
default method. We also made some comparisons between 
different kernels (linear, Polynomial, Triangle, Gaussian 1, 
Gaussian 2). In our experiments, the , Gaussian 1, 
Gaussian 2 gives the best performance, which is not a 
surprising result since histograms are used as image 
signatures, and the 2 distance is dedicated for comparing 
distributions. In the following experiments, we always use a 
Gaussian kernel with a distance.As the whole data set is 
available during the training, it could be interesting to 
consider a semi-supervised or transductive framework. For 
instance, there are extended versions of Gaussian Mixtures,  
and transductive SVM . We have experimented with these 
methods. The computational time is very high and no 
improvement has been observed. Transduction does not seem 
to be an interesting approach for CBIR as already observed. 
Anyway, the global performances remain very low for any 
proposed methods for the Corel experiments. The MAP is 
under 20%, even when the number of training data is up to100 
for Corel. The Corel database is much bigger than ANN and 
the simulated concepts are more difficult. The training set 
remains too small to allow classifiers to efficiently learn the 
query concept. According to this distinction, we have selected 
two popular active learning strategies for presentation and 
comparison. 
1) Uncertainty-based sampling: In our context of binary 
classification, the learner of the relevance function has to 
classify data as relevant or irrelevant. Any data in the pool of 
unlabeled samples may be evaluated by the learner. Some are 
definitively relevant, others irrelevant, but some may be more 
difficult to classify. Uncertainty-based sampling strategy aims 
at selecting unlabeled samples that the learner is the most 
Uncertain about. To achieve this strategy, a first approach 
proposed by Cohn uses several classifiers with the same 
training set, and selects samples whose classifications are the 
most contradictory. Another solution consists in computing a 
probabilistic output for each sample, and selecting the 
unlabeled samples with the probabilities closest to 05 [14]. 
Similar strategies have also been proposed with SVM 
classifier, with a theoretical justification, and with nearest 
neighbor classifier [30]. In any case, a relevance function A y 

is trained. This function may be adapted from a distribution, a 
membership to a class (distance to the hyper plane for SVM), 
or a utility function. The efficiency of these methods depends 
on the accuracy of the relevance function estimation close to 
the boundary between relevant and irrelevant classes. 
2) Error Reduction-based strategy: active learning strategies 
based on error reduction aim at selecting the sample that, once 
added to the training set, minimizes the error of generalization 
of the new classifier. 
 
 
     III    PRECISION ORIENTED SELECTION 
 
    As explained before, the straight estimation of the Average 

Precision is not efficient in our context. We opted for a 
different strategy but have kept in mind the objective of 
optimization of the ranking. We experimentally noticed that 
Selecting images close to the boundary between relevant and 
irrelevant classes are definitively efficient, but when 
considering subset of images close to the boundary, the active 
sampling strategy of selecting the closest image inside this 
subset is not necessarily the best strategy. We propose to 
consider the subset of images close to the boundary, and then 
to use a criterion related to the Average Precision in order to 
select the winner image of the selective sampling strategy. In 
order to compute a score related to Average Precision, we 
propose to consider the sub-database of the labeled pictures. 
We have the ground truth for this sub-database, since we have 
the labels of all its images. Thus, it becomes feasible to 
compute the Average Precision on this sub-database, without 
any estimation. We still need a ranking of this sub-database in 
order to compute the Average Precision. We compute the 
similarity (xx) of an unlabeled image xto any labeled 
images x (using the kernel function as the similarity 
function), and then rank the labeled images according to these 
similarity values. The resulting factor Ay (x) is the 

Average Precision on the sub-database with this ranking The 
aim of this factor Ay (x) is to support the picture xthat, 

once labeled, will have the most chance to increase the 
Average Precision. 
 
   IV SELECTION BASED ON PRECISION 
 
As explained before, the straight estimation of the Average 
Precision is not efficient in our context. We opted for a 
Different strategy but have kept in mind the objective of 
Optimization of the ranking. We experimentally noticed that 
Selecting images close to the boundary between relevant and 
irrelevant classes is definitively efficient, but when 
considering a subset of images close to the boundary, the 
active sampling strategy of selecting the closest image inside 
this subset is not necessarily the best strategy. We propose to 
consider the subset of images close to the boundary, and then 
to use a criterion related to the Average Precision in order to 
select the winner image of the selective sampling strategy. In 
order to compute a score related to Average Precision, we 
propose to consider the sub-database of the labeled pictures. 
We have the ground truth for this sub-database, since we have 
the labels of all its images. Thus, it becomes feasible to 
compute the Average Precision on this sub-database, without 
any estimation. We still need a ranking of this sub-database in 
order to compute the Average Precision. We compute the 
similarity (xx) of an unlabeled image xto any labeled 
images x (using the kernel function as the similarity 
function), and then rank the labeled images according to these 
similarity values. The resulting factor Ay (x) is the 

Average Precision on the sub-database with this ranking The 
aim of this factor Ay (x) is to support the picture xthat, 

once labeled, will have the most chance to increase the 
Average Precision. 
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V  ACTIVE BOUNDARY CORRECTION 

 
During the first steps of relevance feedback, classifiers are 
trained with very few data, about 01% of the database size. 
At this stage, classifiers are not even able to perform a good 
estimation of the size of the concept. Their natural behavior in 
this case is to divide the database into two parts of almost the 
same size. Each new sample changes the estimated class of 
hundreds, sometimes thousands of images. Selection is then 
close to a random selection. A solution is to ensure that the 
retrieval session is initialized with a minimum of examples. 
For instance, Tong proposes to initialize with 20 examples. 
Beyond the question of the minimum number of examples 
required for a good starting boundary, initial examples are not 
always available without some third-party knowledge (for 
instance, keywords).Thus , we propose a method to correct the 
boundary in order to reduce this problem. 
 
 
 VI CONCLUSION 
 
This is a fast and efficient method which is used to retrieve the 
images from huge database with the same name compared to 
other methods. This is content based image retrieving 
technique which also compares how much content is differ 
from other images  
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