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Abstract— Due to fast growth of the internet technology there is 
need to establish security mechanism. So for achieving this 
objective NIDS is used. Datamining is one of the most effective 
techniques used for intrusion detection.  This work evaluates the 
performance of unsupervised learning techniques over 
benchmark intrusion detection datasets. The model generation is 
computation intensive, hence to reduce the time required for 
model generation various feature selection algorithm. Various 
algorithms for cluster to class mapping have been proposed to 
overcome problem like, class dominance, and null class 
problems. From experimental results it is observed that for 2 
class datasets filtered fuzzy random forest dataset gives the 
better results. It is having 99.2% precision and 100% recall, So it 
can be summarize that proposed percentage is assignments and 
statistical model is giving better performance. 
 
Keywords— Feature selection, k-mean clustering, fuzzy k mean 
clustering, J48 clustering, and KDDcup 99 dataset. 

 
Introduction 

Intrusion is the sequence of the set of related activity 
which perform unauthorized access to the useful information 
and unauthorized file modification which causes harmful 
activity. Intrusion detection system deal with supervising the 
incidents happening in computer system or network 
environments and examining them for signs of possible events, 
which are infringement or imminent threats to computer 
security, or standard security practices.  

       Various techniques have been used for intrusion 
detection. Datamining is one of the efficient techniques for 
intrusion detection. Datamining uses two learning, supervised 
learning and unsupervised learning. Clustering is 
unsupervised learning which characterize the datasets into 
subparts based on observation. Datapoint which belong to the 
clusters same clusters share common property. Most of the 
times distance measures are used for deciding the membership 
of the clusters. In many papers  

Euclidean distance measure is used for deciding the 
similarity between the datapoints. 
      This paper is organized as follow: Section I gives over 
view of related works, section II contains framework of 
proposed model , section III contains experimental results and 
analysis, and finally Section IV 6 concludes the paper along 
with future works. 
 

I. RELATED WORK 

     Authors [1-3] have used k-mean clustering for 
intrusion detection. The performance of k-mean clustering 
affected initial cluster center and number of cluster centroid. 
Zhang Chen et.al[4] has proposed a new concept for selecting 
the number of clusters. According author [4] the number of 

initial cluster for a datasets is   and after that combine or 
divide the sub cluster based on the defined measures.  Mark 
Junjie Li troids et al. [5] has proposed an extension to the 
standard fuzzy K-Means algorithm by introducing a penalty 
term to the objective function to make the clustering process 
not sensitive to the initial cluster centers Which make 
clustering to insensitive to initial cluster center. Mrutyunjaya 
Panda et.al [6] has used k-mean and fuzzy k-mean for 
intrusion detection. Sometimes k-mean clustering does not 
gives best results for large datasets. So for removing this 
problem Yu Guan et. al. [7] have introduced a new method Y- 
mean which is variation of k-mean clustering it removes the 
dependency and degeneracy problem of k-mean clustering. 
Sometime single clustering algorithm doesnot gives best result 
so for removing this problem , Fangfei Weng et.al.[8] has 
used k-mean clustering with new concepts which is called 
Ensemble K-mean clustering. Cuixiao Zhang et.al [9] have 
used KD clustering for intrusion detection.    Some of the 
authors have used k-mean clustering along with the other 
method for improving the detection rate of intrusion detection 
system. Authors [10-14] have used k mean clustering along 
with the other datamining techniques for intrusion detection. 
Authors [15] have used ANN along with the fuzzy k-mean 
clustering for intrusion detection which removes the problem 
related to the ANN. All of these techniques improve the 
detection rate for intrusion detection but no able to solve the 
class dominance problem of k-mean clustering So for 
removing this problem we are proposing two new algorithm 
which removes the class dominance problem along with the 
no class problem. In class dominance problem low instance 
classes (i.e. R2L and U2R) are dominated by high instances 
classes. In no class problem some of the clusters are assigned 
to no class. 
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II. FRAMEWORK OF PROPOSED MODEL 

    Redundant attributes increases the time requirements 
so for removing this problem in this work we have used 
feature selection algorithm. Main problem with k-mean 
clustering is it uses hard assignment for assigning the 
datapoints to the corresponding clusters. So for removing this 
problem and calculating the membership of every datapoint 
corresponding to every cluster we have used fuzzy k mean 
clustering. Another problem with clustering algorithms is 
cluster to class assignments. For this we have used J48 
classification techniques for assigning a cluster to a particular 
class. 

. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                   Figure 1: Proposed Model 
 

A. Feature Selection 
     Step 1 consists of preprocessing of kddcup datasets. In 
preprocessing remove the redundant attribute which nis done 
by various feature selection algorithm. In this work we have 
used 3 feature selection algorithm: CFSSubSetEval, 
ConsistencySubSetEval, and FilteredSubSetEval[23,24]. 
 
B. Fuzzy k mean clustering 

      Fuzzy k mean is variation of k mean clustering in 
which a datapoint belongs o every cluster with some 
membership[22]. 

. It is based on minimization of the following objective 
function: 

                                �

 
 

            
Where m is any real number  is the degree of membership 
of x i  in the cluster j cj is the d-dimension center of the cluster                 
  
Algorithm 
 
Input:  Set of data points , number of clusters    
Output: Set of datapoonts in form of cluster along with there 
membership 
 

1. Initialize membership of datapoints based   
upon the initial centroid U=[uij] matrix, U(0). 

2. At k-step: calculate the centers vectors C(k)=[cj] with 
U(k)  . 
 �

 
 

3. Update U(k) , U(k+1) 
 

 
 
This iteration will stop when max {|µi(x

k+1)-µi(x
k)|)}<ε, 

where ε is a termination criterion between 0 and 1, 
whereas k are the iteration steps. This procedure converges to 
a local minimum or a saddle point of Jm. 

A is a symmetric positive definite matrix, Ns is total 
number of pattern vectors, m is Fuzziness Index (m >1).     
Membership of training datasets is calculated by fuzzy c mean 
clustering and for test dataset use the same centroid as used in 
training datasets. Number of centroid for train and test 
datasets is equal to number of classes. 
 
C. J48 

      A [21] decision tree is a predictive machine-learning 
model that decides the target value (dependent variable) of a 
new sample based on various attribute values of the available 
data. The internal nodes of a decision tree denote the different 
attributes; the branches between the nodes tell us the possible 
values that these attributes can have in the observed samples, 
while the terminal nodes tell us the final value (classification) 
of the dependent variable. 

Algorithm  
Training instances 

1. Tree is constructed in top down recursive divide and 
conquer manner 

2. Feature that is having the highest information gain is 
selected as root node of the decision tree. 

3. Select the attribute that gives us the next highest 
information gain.  

4. Repeat step 2 and 3  until reach from the root node to the 
leaf node 
Test instances 
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1. Classify the new instance based upon the this 
decision tree 

Stopping criteria 
1. All sample for a given node belong to the same 

class 
2. If there are no remaining attribute for further 

partitioning 
In several cases, it was seen that J48 Decision Trees had a 

higher accuracy than either Naïve Bayes, or Support Vector 
Machines 

 

III. EXPERIMENTAL RESULTS AND ANALYSIS 

 
        For our experiments we are using KDD CUP 99datasets. 
The class attributes of original train and test datasets of KDD 
CUP 1999 has 42 labels. The 41 labels can be generalized as 
only 2 labels Attacks and Normal. The performances of each 
method are measured according to the Precision and recall 
using the following expressions: 

A. Evaluation Criteria  
 

Recall: The percentage of the total relevant documents in a 
database retrieved by your search. 

 

 

Precision: The percentage of relevant documents in relation to 
the number of documents retrieved. 

 

 
 
 

B. Results and discussion  

TABLE I 
LIST OF PROPOSED MODEL 

Proposed 
Model 

labelling 

K-mean 1 

CFS_K-mean2 2 
CFS-KM-J48 3 

CF-FZ-J48 4 

FL-CF-FZ-J48 5 

CONS-KM 6 
CONS-KM-J48 7 

CON-FZ-J48 8 
FL-CONS-FZ-J48 9 

FILTERED_K_MEAN2 10 

FILT_KM_J48 11 

FILT-FZ-J48 12 
FL-FILT-FZ-J48 13 

TABLE 2 
COMPARIOSN OF RESULTS 
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Figure2: Rresult comparison over proposed models 

 
From above table 2 and figure 2 it can be depicted that 

model 5, 4, 7, 12 and 3 is giving best result. Precision is 
0.433-94.7% and recalls are 0.002-0.999% for attack class 
precision is 0.805-0.999% and recalls are 0.687-1%. 

Among this model 12 and model 4 are giving the best result. 
12 is having 0.947% precisions and 0.002% recall for normal 
and 0.805% precision and 1% recall for attack class. 

 

Figure3: Comparison of proposed model and k-mean over J48 

 
 
 
 

A. Normal Attack  
U. Precision Recall Precision recall 

1 0.004279 0.004423 0.757143 0.750978 

2 0.764534 0.730101 0.935402 0.945595 
3 0.758 0.985 0.996 0.924 
4 0.947 0.002 0.805 1 
5 0.757 0.99 0.997 0.923 

6 0.210835 0.337069 0.812432 0.69474 
7 0.739 0.995 0.999 0.915 
8 0 0 0.805 1 
9 0.733 0.991 0.998 0.913 

10 0.418728 0.935108 0.977622 0.685924 
11 0.433 0.988 0.996 0.687 
12 0.947 0.002 0.805 1 

13 0.74 0.914 0.978 0.922 
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IV. CONCLUSION AND FUTURE WORK 
The main focus of this thesis was to eliminate the problems of 
class dominance and no class problem found in existing 
clustering algorithms. Proposed model is based on statistical 
model approach. From the different experiments it has been 
found that for 2 class the new algorithm gives better results 
than existing algorithm. For 2 class k-mean is having 75% 
recall for attack and for normal, precision is approximately 0. 
In the proposed statistical model, for 2 class datasets, filtered 
fuzzy J48 gives better result. It is having 99.2% precision and 
100% recall.  
     Combination of clustering and only 5 classifier has been 
used for model generation. In future for model generation 
other clustering and classifiers can be used to improve the 
detection rate of intrusion detection system. Experiments can 
be carried out on 41 class labels datasets and 5 class labels 
datasets. And also multiclassifier can be used to improve the 
performance of intrusion detection system. 
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