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Abstract— Cluster analysis is one of the primary data 
analysis methods and k-means is one of the most well 
known popular clustering algorithms. The k-means 
algorithm is one of the frequently used clustering method 
in data mining, due to its performance in clustering 
massive data sets. The final clustering result of the k-
means clustering algorithm greatly depends upon the 
correctness of the initial centroids, which are selected 
randomly. The original k-means algorithm converges to 
local minimum, not the global optimum. Many 
improvements were already proposed to improve the 
performance of the k-means, but most of these require 
additional inputs like threshold values for the number of 
data points in a set. In this paper a new method is 
proposed for finding the better initial centroids and to 
provide an efficient way of assigning the data points to 
suitable clusters with reduced time complexity. According 
to our experimental results, the proposed algorithm has 
the more accuracy with less computational time 
comparatively original k-means clustering algorithm. 
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I. INTRODUCTION 

 
Clustering is the process of organizing data objects into a 

set of disjoint classes called clusters. Clustering is an example 
of unsupervised classification. Classification refers to a 
procedure that assigns data objects to a set of classes. 
Unsupervised means that clustering does not depends on 
predefined classes and training examples while classifying the 
data objects. Cluster analysis seeks to partition a given data 
set into groups based on specified features so that the data 
points within a group are more similar to each other than the 
points in different groups [6], [9]. Therefore, a cluster is a 
collection of objects that are similar among themselves and 
dissimilar to the objects belonging to other clusters. Clustering 
is an crucial area of research, which finds applications in 
many fields including bioinformatics, pattern recognition, 
image processing, marketing, data mining, economics, etc.  

Cluster analysis is a one of the primary data analysis tool in 
the data mining. Clustering algorithms are mainly divided into 

two categories: Hierarchical algorithms and Partition 
algorithms.  A hierarchical clustering algorithm divides the 
given data set into smaller subsets in hierarchical fashion. A 
partition clustering algorithm partition the data set into desired 
number of sets in a single step [9].  
     Numerous methods have been proposed to solve clustering 
problem. One of the most popular clustering method is k-
means clustering algorithm developed by Mac Queen in 1967. 
The easiness of k-means clustering algorithm made this 
algorithm used in several fields. The k-means clustering 
algorithm is a partitioning clustering method that separates 
data into k groups [1], [2], [4], [5], [7], [9]. The k-means 
clustering algorithm is more prominent since its intelligence to 
cluster massive data rapidly and efficiently. However, k-
means algorithm is highly precarious in initial cluster centers. 
Because of the initial cluster centers produced arbitrarily, k-
means algorithm does not promise to produce the peculiar 
clustering results. Efficiency of the original k-means 
algorithm heavily rely on the initial centroids [2], [5]. Initial 
centroids also have an influence on the number of iterations 
required while running the original k-means algorithm. The 
computational complexity of the original k-means algorithm is 
very high, specifically for massive data sets [2]. Various 
methods have been proposed in the literature to enhance the 
accuracy and efficiency of the k-means clustering algorithm. 
This paper presents an enhanced method for finding the better 
initial centroids and to provide an efficient way of assigning 
the data points to suitable clusters with reduced time 
complexity.  

This paper is organised as follows. Section 2 presents an 
overview of k-means algorithm and a short analysis of the 
existing clustering methods. Section 3 introduces proposed 
method. Section 4 describes about the time complexity of the 
proposed method. Section 5 experimentally demonstrates the 
performance of the proposed method.  And the final Section 6 
describes the conclusion and future work.   

 

II. THE K-MEANS ALGORITHM  

    One of the most popular clustering method is k-means 
clustering algorithm. It generates k points as initial centroids 
arbitrarily, where k is a user specified parameter. Each point is 
then assigned to the cluster with the closest centroid [3], [4], 
[10]. Then the centroid of each cluster is updated by taking the 
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mean of the data points of each cluster. Some data points may 
move from one cluster to other cluster. Again we calculate 
new centroids and assign the data points to the suitable 
clusters. We repeat the assignment and update the centroids, 
untill convergence criteria is met i.e., no point changes 
clusters, or equivalently, until the centroids remain the same. 
In this algorithm mostly Euclidean distance is used to find 
distance between data points and centroids [2]. Pseudocode 
for the k-means clustering algorithm is described in Algorithm 
1. The Euclidean distance between two multi-dimensional 
data points X = (x1, x2, x3... xm) and Y = (y1, y2, y3... ym) is 
described as follows: 

   (1) 

 
 
 Algorithm 1: The k-means clustering algorithm [2] 
 
 Require:  D = {d1, d2, d3, ..., di, ..., dn } // Set of n  
                 data points. 
                  k // Number of desired clusters 
 Ensure:  A set of k clusters. 
 Steps: 
1. Arbitrarily choose k data points from D as initial  

centroids; 
 2. Repeat 
       Assign each point di to the cluster which has the  
       closest centroid; 
       Calculate the new mean for each cluster; 
     Until convergence criteria is met. 
 

     Although k-means has the great advantage of being easy to 
implement, it has some drawbacks. The quality of the final 
clustering results of the k-means algorithm highly depends on 
the arbitrary selection of the initial centroids. In the original k-
means algorithm, the initial centroids are chosen randomly 
and hence we get different clusters for different runs for the 
same input data [10]. Moreover, the k-means algorithm is 
computationally very expensive also. The computational time 
complexity of the k-means algorithm is O(nkl), where n is the 
total number of data points in the dataset, k is the required 
number of clusters and l is the number of iterations [2]. So, the 
computational complexity of the k-means algorithm is rely on 
the number of data elements, number of clusters and number 
of  iterations.  

 

III.  RELATED WORK 

 
The original k-means algorithm is very impressionable to 

the initial starting points. So, it is quite crucial for k-means to 
have refine initial cluster centers. Several methods have been 
proposed in the literature for finding the better initial 
centroids. And some methods were proposed to improve both 
the accuracy and efficiency of the k-means clustering 

algorithm. In this paper, some of the more recent proposals are 
reviewed [1-5], [8]. 

A. M. Fahim et al. [1] proposed an enhanced method for 
assigning data points to the suitable clusters. In the original k-
means algorithm in each iteration the distance is calculated 
between each data element to all centroids and the required 
computational time of this algorithm is depends on the 
number of data elements, number of clusters and number of 
iterations, so it is computationally expensive. In Fahim 
approach the required computational time is reduced when 
assigning the data elements to the appropriate clusters. But in 
this method the initial centroids are selected randomly. So this 
method is very sensitive to the initial starting points and it 
does not promise to produce the unique clustering results. 

  K. A. Abdul Nazeer et al. [2] proposed an enhanced 
algorithm to improve the accuracy and efficiency of the k-
means clustering algorithm. In this algorithm two methods are 
used, one method for finding the better initial centroids. And 
another method for an efficient way for assigning data points 
to appropriate clusters with reduced time complexity. This 
algorithm produces good clusters in less amount of 
computational time.  
     Zhang Chen et al. [3] proposed the initial centroids 
algorithm based on k-means that have avoided alternative 
randomness of initial center.  
     Fang Yuan [4] proposed the initial centroids algorithm. 
The standard k-means algorithm selects k-objects randomly 
from the given data set as the initial centroids. If different 
initial values are given for the centroids, the accuracy output 
by the standard k-means algorithm can be affected.  In Yuan’s 
method the initial centroids are calculated systematically.     
     Koheri Arai et al. [5] proposed an algorithm for centroids 
initialisation for k-means.  In this algorithm both k-means and 
hierarchical algorithms are used. This method utilizes all the 
clustering results of k-means in certain times. Then, the result 
transformed by combining with Hierarchical algorithm in 
order to find the better initial cluster centers for k-means 
clustering algorithm. 
     A. Bhattacharya et al. [8] proposed a novel clustering 
algorithm, called Divisive Correlation Clustering Algorithm 
(DCCA) for grouping of genes. DCCA is able to produce 
clusters, without taking the initial centroids and the value of k, 
the number of desired clusters as an input. The time 
complexity of the algorithm is high and the cost for repairing 
from any misplacement is also high.  

 

IV.  PROPOSED ALGORITHM 

 
   In this section, we proposed an enhanced method for 
enhancing the performance of k-means clustering algorithm. 
In the paper [1] authors proposed an enhanced method to 
improve the efficiency of the k-means clustering algorithm. 
But in this method the initial centroids are selected randomly. 
So this method is very sensitive to the initial starting points 
and it does not promise to produce the unique clustering 
results. In the paper [2] authors proposed an enhanced 
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algorithm to improve the accuracy and efficiency of the k-
means clustering algorithm. In this algorithm two methods are 
used, one method for finding the better initial centroids. And 
another method for an efficient way for assigning data points 
to appropriate clusters. In the paper [2] the method used for 
finding the initial centroids computationally expensive. In this 
paper we proposed a new approach for finding the better 
initial centroids with reduced time complexity. For assigning 
the data points we follows the paper [1], [2]. The pseudocode 
for the proposed algorithm is outlined as Algorithm 2.  
    In the proposed algorithm first we are checking, the given 
data set contain the negative value attributes or not. If the data 
set contains the negative value attributes then we are 
transforming the all data points in the data set to the positive 
space by subtracting the each data point attribute with the 
minimum attribute value in the given data set.  Here, the 
transformation is required, because in the proposed algorithm 
we calculate the distance from origin to each data point in the 
data set. So, for the different data points as showed in Fig. 1, 
we will get the same Euclidean distance from the origin. This 
will result in incorrect selection of the initial centroids. To 
overcome this problem all the data points are transformed to 
the positive space. Then for all the data points as showed in 
Fig. 1, we will get the unique distances from origin. If data set 
contains the all positive value attributes then the 
transformation is not required.   
     In the next step, for each data point we calculate the 
distance from origin. Then, the original data points are sorted 
accordance with the sorted distances. After sorting partition 
the sorted data points into k equal sets. In each set take the 
middle points as the initial centroids. These initial centroids 
lead to the better unique clustering results. Next, for each data 
point the distance calculated from all the initial centroids. The 
next stage is an iterative process which makes use of a 
heuristic approach to reduce the required computational time. 
The data points are assigned to the clusters having the closest 
centroids in the next step. ClusterId of a data point denotes the 
cluster to which it belongs. NearestDist of a data point denotes 
the present nearest distance from closest centroid.   

 
 

 
    

Fig. 1. Data points in Two Dimensional Space 

 
Algorithm 2:  The Enhanced  Method 
 
 Require: D = {d1, d2, d3,..., di,..., dn } // Set of  n data  
                         points. 
               di = { x1, x2, x3,..., xi,..., xm } // Set of attributes  
                        of one data point. 
               k // Number of desired clusters. 
Ensure: A set of k clusters. 
Steps: 
1:  In the given data set D, if the data points contains the both   
     positive  and   negative   attribute   values then go to step 2,  
     otherwise go to step 4. 
2:  Find the minimum attribute value in the given data set D. 
3:  For each data point attribute,  subtract  with  the minimum  
     attribute value. 
4:  For each data point calculate the distance from origin. 
5:  Sort  the  distances  obtained in step 4.  Sort the data points  
     accordance with the distances. 
6:  Partition the sorted data points into k equal sets. 
7:  In each set, take the middle point as the initial centroid. 
8:  Compute  the  distance  between  each data point di  (1 <= i  
    <= n) to all the initial centroids cj (1 <= j <= k). 
9:  Repeat 
10:  For each data point di, find the closest centroid cj and ass- 
       ign di to cluster j. 
11: Set ClusterId[i]=j.  // j:Id of the closest cluster. 
12: Set NearestDist[i]= d(di, cj). 
13: For each cluster j (1 <= j <= k), recalculate the centroids. 
14: For each data point di, 
      14.1 Compute its distance from the centroid of the present  
              nearest cluster. 
      14.2 If this distance is less than or equal to the present ne- 
           arest distance, the data point stays in the same 
 cluster. 
               Else 
               14.2.1 For every centroid cj (1<=j<=k) compute the  
                          distance d(di, cj). 
        End for; 
Until the convergence criteria is met. 
 
  
    Next, for each cluster the new centroids are calculated by 
taking the mean of its data points. Then for each data point the  
distance calculated  from the new centroid of its present 
nearest cluster. If this distance is less than or equal to the 
previous nearest distance, then the data point stays in the same 
cluster,  otherwise for each data point we need to calculate the 
distance from all centroids. After calculated the distances, the 
data points are assigned to the appropriate clusters and the 
new ClusterId's are given and new NearestDist values are 
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updated. This reassigning process is repeated until the 
convergence criterion is met. 
 

V. TIME COMPLEXITY 

      The required time complexity of proposed algorithm for 
finding the initial centroids is O(nlogn) in both average and 
worst case, where n is the number of data points. The sorting 
method used for sorting determines the overall time 
complexity for finding the initial centroids. Since the 
proposed enhanced method uses heap sort, its overall time 
complexity becomes O(nlogn) in both average and worst case. 
To get the initial clusters the required time complexity is 
O(nk).  Here, some data points stay in the cluster itself and 
some other data points move to other clusters based on their 
relative distance from old centroid and the new centroid.  If 
the data point stays in the same cluster then the required 
complexity is O(1), otherwise O(k). In each iteration the 
moving of data points to other clusters is decreases. 
Assuming, until the convergence criteria is met, half the data 
points move to the other clusters from their present clusters, 
this requires O(nk/2). Hence the total time complexity for 
assigning the data points is O(nk), not O(nkl). Therefore the 
total time complexity of the proposed algorithm becomes 
O(nlogn).  Hence the proposed algorithm has less time 
complexity compared to the original k-means clustering 
algorithm. 

VI.  EXPERIMENTAL RESULTS 

 
 We tested both the algorithms for the data sets with known 

clustering, Iris [11], New Thyroid [11], Echocardiogram [11], 
Height-Weight [12] and Diggle[13]. The same data sets are 
used as an input for the original k-means algorithm. Both the 
algorithms need number of clusters as an input. In additional, 
for the original k-means algorithm the set of initial centroids 
also required. The enhanced method finds initial centroids 
systematically. The enhanced method requires only the data 
values and number of clusters as inputs. And it does not take 
any additional inputs like threshold values. 

 

 
 

Fig. 2. Performance Comparison chart for Iris data 

The original k-means algorithm is executed seven times for 
different sets of values of the initial centroids. In each 
experiment the accuracy and time was computed and taken the 
average accuracy and time of all experiments. Table 1 shows 
the performance comparison of the algorithms.  The results 
also showed with the help of bar charts in the Fig. 2, 3, 4, 5 
and 6. The results obtained show that the proposed algorithm 
is producing better unique clustering results compared to the 
k-means algorithm in less amount of computational time. 

 

Fig. 3. Performance Comparison chart for New Thyroid data 

 

 
 

Fig. 4.Performance Comparison chart for Height-Weight data 

 
 

 

Fig. 5. Performance Comparison chart for Echocardiogram data 
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Fig. 6. Performance Comparison chart for Diggle data 
 
 

TABLE I 
PERFORMANCE COMPARISON OF THE ALGORITHMS 

 
 

 

VII. CONCLUSION 

 
     One of the most popular clustering algorithm is k-means 
clustering algorithm, but in this method the quality of the final 
clusters rely heavily on the initial centroids, which are 
selected randomly. Moreover, the k-means algorithm is 
computationally very expensive also.  The proposed algorithm 
is found to be more accurate and efficient compared to the 
original k-means algorithm. This proposed method finding the 
better initial centroids and provides an efficient way of 
assigning the data points to the suitable clusters. This method 
ensures the total mechanism of clustering in O(nlogn) time 
without loss the correctness of clusters. This approach does 
not require any additional inputs like threshold values. The 
proposed algorithm produces the more accurate unique 
clustering results. The value of k, desired number of clusters is 
still required to be given as an input to the proposed 
algorithm. Automating the determination of the value of k is 
suggested as a future work. 
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