Image Registration using Discrete Wavelet Transform and Particle Swarm Optimization
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Abstract- The term image registration basically denotes the process of alignment of images. In recent years, the rapid growth in the field of military automatic target recognition remote cartography, computer vision, image fusion, medical imaging, and astrophotography has established the need for the development of good image registration technique. Image registration is a process in which final information is gained from different data sources. It is a process of aligning two images acquired by same/different sensors, at different times or from different viewpoint. This paper presents the image registration techniques based on extracting interest point area of scene images using Discrete wavelet Transform and PSO. The root mean square error is used as similarity measure for finding out the area of interest.
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I. INTRODUCTION

Image registration is the process of transforming different sets of data into one coordinate system. Data may be multiple photographs, data from different sensors, times, depths, or viewpoints. Image registration process has variety of application as in the field of biological imaging, medical imaging brain mapping. It is also being for compiling and analyzing data and images coming from satellites. Registration process is very essential for comparing and integrating the data obtained from different measurements. It can also be defined as the process of geometrically aligning one image with another image of the same scene taken from different viewpoints or by different sensors. The idea is to transform different sets of data into one coordinate system [2].

The nonalignment of images of same scene can be described by various reasons like calibration issues; setup errors of scanning machine, different scan geometry like slice position, orientation, magnification, thickness of different sensors. The non alignment would have occurred due to relative motion between the camera and object planes. Hence registration of the non-aligned images is done before any other image processing steps. Image registration involves following basic steps.

1. Detect Features
2. Match corresponding features
3. Infer geometric transformation
4. Align one image to other.

An image feature is any portion of the image that can potentially be identified and located in both the images. It can be Points, lines or corners present in the images. Corresponding feature matching deals with matching features of one image with the corresponding features of the other image having common properties [1].

Image registration algorithms can be broadly classified into two categories according to matching method

- Area based methods (ABM)
- Feature based methods (FBM)

A. Area-Based Methods:

Area based methods are classical image registration methods. It put emphasis on the feature matching step than on their detection. No features are detected in these approaches so the first step of image registration is omitted. Cross correlation matching and least square matching are the most commonly used are based methods [1].

B. Feature-Based Methods

The feature based approach is based on the extraction of salient structures feature in the images. The feature extracted here can be of points (region corners, line intersections, points on curves with high curvature), lines (region boundaries, coastlines, roads, rivers), Significant regions (forests, lakes, fields) etc. These extracted features should be spread all over the image and must be efficiently detectable in both images. They are expected to be stable in time to stay at fixed positions during the whole experiment [2].

Interest point matching in images has been a difficult aspect in image registration and remains the subject of much research within the communities of remote sensing, computer vision systems, pattern recognition, and medical image processing. Interest point matching algorithms can be grouped into two main categories: area-based algorithms and feature-based algorithms [1]. In remote sensing, area-based algorithms are normally suitable for open terrain areas, but the feature-based approaches can provide more accurate results in urban areas. No single technique performs well in both circumstances [4]. Both algorithms have their own unique strengths and weaknesses. Neither type of algorithm can avoid the problem of dealing with
ambiguity in smooth (low texture) areas. Feature-based algorithms face the additional problem of the effect of outliers (points with no correspondences) on the results [5].

The accuracy of any image registration algorithm is generally affected by the segmentation and feature extraction algorithm. Therefore, researching and finding a more accurate and faster image registration algorithm is very important. The basic advantage of a feature-based method, where a matching algorithm is sought between corresponding objects within the images, is approximately invariance for the intensity characteristics of the pixels. However, this method is very sensitive to the error evolving in feature extraction and matching process [12].

II. DISCRETE WAVELET TRANSFORM (DWT)

The wavelet transform (WT) has gained widespread acceptance in signal processing and image compression. Because of their inherent multi-resolution nature, wavelet-coding schemes are especially suitable for applications where scalability and tolerable degradation are important. The wavelet transform is computed separately for different segments of the time-domain signal at different frequencies. Multi-resolution analysis: analyzes the signal at different frequencies giving different resolutions.

Discrete wavelet transform is any wavelet transform for which the wavelets are discretely sampled. It captures both frequency and location information. It provides spatial and frequency representations of the image and also motivates to use it for feature extraction. It decomposes the input data into several layers of division in space and frequency and allows us to isolate the frequency components introduced by intrinsic deformations due to expression or extrinsic factors (like illumination) into certain sub-bands. There exists a variety of wavelet families depending on the choice of the mother wavelet. In this paper, we are using the DWT which is based on the features extracted from a Haar Wavelet Transform.

The Haar wavelet transform is a widely used technique. It has an established name as a simple and powerful technique for the multi-resolution decomposition of time series [15]. The basic idea of discrete wavelet transform is that images processed are transformed to a multi-differentiated format in which the image is decomposed into sub image of different spatial domain and independent frequency district [14]. After the original image has been DWT transformed, it is then decomposed into four different frequencies in which one is low-frequency district and the other three are high-frequency districts. Those frequency districts are labelled as LL, LH, HL, HH.

In Figure 1 at each level of the wavelet decomposition, four new images are created from the original image of N x N pixel. The size of these new images is reduced to ¼ of the original size therefore the new size is N/2 x N/2. The new images are named according to the filter that is applied to the original image in horizontal and vertical directions.

For an example, the LH image is a result of application of the low-pass filter in horizontal direction and high-pass filter in the vertical direction. Hence, the four images produced from each decomposition level are labelled as LL, LH, HL, and HH. The LL image is considered to be a reduced version of the original but retains most details. The LH image contains information of horizontal edge features, while the HL contains information of vertical edge features. The HH have only the high frequency information. HH is very noisy. Therefore it is not useful for the registration process. Hence in wavelet decomposition, the LL image is used for producing the next level of decomposition [15].

III. PARTICLE SWARM OPTIMIZATION (PSO)

PSO algorithm is a population-based search algorithm based on the simulation of the social behaviour of birds within a flock. In PSO, each single solution is a “particle”. All of the particles have fitness values which are evaluated by the objective function to be optimized, and have velocities which direct the flying of the particles. The particles fly through the problem space by following the personal and global best particles. The swarm is initialized with a group of random particles and it then searches for optima by updating through iterations. In every iteration, each particle is updated by following two “best” values. The first one is the best solution of each particle achieved so far. This value is known as pbest solution [16, 17].

Another one is that, best solution tracked by any particle among all generations of the swarm. This best value is known as gbest solution. These two best values are responsible to drive the particles to move to new better position. After finding the two best values, a particle updates its velocity and position with the help of the following equations:

\[ v_{i}^{t+1} = W \cdot v_{i}^{t} + c_{1} \cdot r_{1} \cdot (pbest_{i} - X_{i}^{t}) + c_{2} \cdot r_{2} \cdot (gbest_{i} - X_{i}^{t}) \]  

(1)

\[ X_{i}^{t+1} = X_{i}^{t} + v_{i}^{t+1} \]  

(2)

where \( X_{i}^{t} \) and \( v_{i}^{t} \) denote the position and velocity of \( i^{th} \) particle at time instance \( t \), \( W \) is inertia weight at \( t^{th} \) instance of time, \( c_{1} \) and \( c_{2} \) are positive acceleration constants, and \( r_{1} \) and \( r_{2} \) are random values generated in the range \([0,1]\), sampled from uniform distribution. pbest is the best solution of the \( i^{th} \) individual particle over its flight path, gbest is the best particle obtained over all generation so far.
IV. PROPOSED METHODOLOGY

The proposed algorithm aims upon using DWT and particle swarm optimization for the purpose of image registration. First of all we take the input source image, and a target image, then we found the DWT of target image to second level and kept the approximate coefficient for error comparison. In the second phase we generate some population which include the coordinate of a random pixel and a width. Then at the pixel we form a sub window taking the width of the window. After extracting the sub-window we found the dwt of that sub-window. In the third phase we compare the dwt of extracted sub-window with the stored dwt of target image. Finally registration process completed on the basis of error comparison.

Constraints: To consider the random population we have certain constraints. Let the source image be of size M x N, and width of target image be W, then the random coordinates should be fall between [1, M-W] and [1-N-W], because we have considered population as the left top corner of sub window. The algorithm will works by the above constraints.

The updation of result is based on the fitness value obtained from PSO. Here we have made the problem statement being a minimization problem, where we are minimizing the RMS error. All the solution is based on random population and which further upgraded to the optimum solution through velocity and position update equation as defined by equation 1 and 2. The details flow chart of the proposed algorithm is given in figure 2.

V. RESULT ANALYSIS

In this section, the experimental results for evaluating the efficiency of the proposed similarity measure are presented. In this experiment, our focus is on the use of proposed similarity measure technique for image matching and hence the image registration. The implementation of the proposed algorithm is done in MATLAB 7.8 using a computer with Intel i3 Processor (2.20GHz) and 4 GB RAM.

For experimental result we have considered varieties of test image which include image taken in indoor as well as out door. Also we included satellite and medical image for image registration using the proposed method. Some of the source images are shown in figure 3.
The source images are shown in figure 3 are specified with their dimension. The corresponding target images are given in figure 4.

![Fig 4. Set of Target Images](image1)

In the execution of program we basically have taken in average 50 populations and 150 iterations to execute the operation. The source images are of different in size.

![Fig 5. (a) Output for ‘messi’ (b) performance plot](image2)

The result shows the registered image as well as it show a performance plot. The performance plot represents the no of iteration in x axis and fitness values in y axis. As we have considered the solution to be a minimization problem so the performance plots show the decrement. The experimental results shown in figure 5, 6, 7, 8 and 9.

![Fig 6. (a) Output for ‘cartoon’ (b) performance plot](image3)

Most of the cases we got the output with in 50 iterations, but some of the cases where target image quiet similar in characteristics with background, then it take little more iteration to converge as shown in figure 5 and 6.

![Fig 7. (a) Output for ‘brain’ (b) performance plot](image4)

Figure 7, 8 and 9 shows the results with the performance plot that showing the convergence with in 50 iterations. The convergence result also depends on dimension of source image.

![Fig 8. (a) Output for ‘satellite’ (b) performance plot](image5)

![Fig 9. (a) Output for ‘fruits’ (b) performance plot](image6)
VI. CONCLUSION

In this paper, we have put a effective algorithm for Image Registration which uses Discrete Wavelet Transform and particle swarm optimization. The algorithms works with the idea of extracting sub-images from the source images and find DWT coefficients that compared with DWT coefficients of target images, which leads to a optimization problem. Then PSO effectively optimizes the convergence to get the registered image. The image registration method of this paper is applied on various types of images. Experimental results on various images in image registration shows that transparently overlapping source image with the extracted interest point area computed using DWT PSO provides an easy and efficient way of image registration.

In future we have planned to extend this work for APSO and CPSO and have a comparative analysis between the performances; also we plan to use some other feature extraction technique to improve the accuracy of result.
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