A Study of Similarity Functions Used in Textual Information Retrieval in Wide Area Networks
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Abstract—A World Wide Web is a rich source of information. It continues to expand in size and complexity with the increasing use of the internet and social media but how to retrieve relevant documents on the Web is becoming a challenge. In this paper there is discussion about the goals, challenges and importance of similarity functions in information retrieval in wide area networks. This paper discusses the different similarity functions that are used by various authors as information retrieval techniques to measure the similarity of document with the query in the field of information retrieval in wide area networks.
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I. INTRODUCTION

The continuous growth of web and the expectation of user on search engine to anticipate his or her needs have led to the development of the field of information retrieval in wide area networks. The tool used to extract relevant information from web world is called search engine. A survey claim that 85% of internet users use search engines or some kind of search tool to find specific information of interest [1]. Search engines index tens to hundreds of millions of web pages involving a comparable number of distinct terms. Search engines answer tens of millions of queries every day [2]. The objective of search engine is to provide high quality results to the user that is relevant to the user query. Search engines use automated software programs known as spiders to survey the web and build their database. Web documents are retrieved by these programs are analysed. Data collected from each web page are then added to the search engine index. When the user enters the query at the search engine site, then the user input is checked against the search index of all the pages it has analysed, the best URLs are then returned to the user as hits, ranked in order with the best results at the top. The aim of this paper is to study the goals, challenges and importance of similarity functions in the field of information retrieval in the wide area networks, particularly the similarity functions. The remainder of paper is organized as follows. The first section of paper describes the brief working of search engine and second section describes the information retrieval process in wide area networks. This section describes the goals, challenges of information retrieval and the problems that are faced by information retrieval system in wide area networks that is whether because of the nature of web or because of the activity of user or the searching process. This section also describes the information retrieval system and the classical models of information retrieval in wide area networks. Third section describes the various similarity functions which are the functions that are used to find out the textual similarity between the user query and documents. The related work on the similarity functions is reviewed and concludes that with the proper combination of the similarity functions the search results can be further improved.

II. INFORMATION RETRIEVAL IN WIDE AREA NETWORKS

Information retrieval has become an important subject of much research in recent years, because the amount of information available in digital formats has grown exponentially and the need for retrieving relevant information has assumed a crucial importance. The most common text retrieval task is to retrieve the documents in response to the user query. “Information retrieval is a field concerned with the structure, analysis, organization, storage, searching, and retrieval of information” [3]. Information Retrieval deals with representation, storage, organization of, and access to information items such as documents, web pages, etc [4]. Information Retrieval system is different from the DBMS in the sense that the retrieval is probabilistic where as the retrieval is deterministic in DBMS [5]. Modern information retrieval can be accessed through the services of different search engines e.g. Google, Bing and AltaVista etc.

A. Goals of Information Retrieval

The main goal of an Information Retrieval in wide area networks is to search for the documents that are relevant to the user’s query. Keyword search is the simplest form of the most popular query method for the search engine in information systems. Searched results of inputted keyword in some cases might not display the required documents. This can be the result of lacking of search method or knowledge of how to use the specific keyword. Fig.1 explains the information retrieval process which is mostly followed by the user during searching the information in wide area networks. User formulates a query about the information need and then the user chooses the search tool or search system and sends to the information retrieval system. Information retrieval system searches for the matches in the document database and retrieves the results. The user evaluates the results based on the relevance [4]. Relevance is subjective in nature as it depends on the
judgment of users. Goal of search component is to predict which documents are relevant to the user need and rank the documents in the order of predicted likelihood of relevance of user. The documents with more similarity with the user's query will have high relevancy and be at higher position in the retrieved documents list. The relevancy can be measured by the similarity between the documents and query by using the similarity functions [4].

Variety of data:
There is variety of data source. Information of almost all types exists on the Web. e.g. texts, images, videos, songs, photographs & multimedia data etc.

Data is distributed:
Due to the intrinsic nature of Web, data is distrusted over many computers and platforms.

Information is linked:
Most of the information on Web is linked.

Redundancy:
Much of information on the web is redundant. There may be distribution of one or more copies of the same information on the web. Several studies indicate that nearly 30% of contents of web is duplicated [6], [7].

Noise in web:
A Web page contains different kinds of information as with the display of main contents the page may contain advertisement etc.

Dynamics:
There is freedom for anyone to publish information on the web at anytime and any where implies that information on the web is constantly changing. It is estimated that 40% of the web changes every month [4].

Data Quality:
Data can be false or invalid as it poorly written or have many errors as web is considered as new source of publishing i.e there are so many journals and in most of cases, no editorial process is followed.

Search behaviour of users:
The users using the web have different search behaviour. They have different expectations and goals such as Informative, Transactional and Navigational [8]. The search query which is entered with the intent of finding the particular website or web page is called the Navigational search query. The query which covers the broad topic for which there may be thousands of results is known as the informational search query. The query that indicates intent to complete the transaction such as making a purchase, downloading a file is known transactional search query. Based on their search strategies the internet users are broadly classified into three categories i.e. a casual user searching the web for something that is loosely defined, a researcher looking for serious research content over the web, a professional looking for business intelligence by searching the web.

In sufficient query:
The user queries are limited to few keywords and the user often does not know the best query to retrieve the information need.

Judgment of retrieved documents:
For the given query the same document may be judged as relevant by the user and non relevant by another user.

C. Information Retrieval Models in Wide Area Networks
Information retrieval model is a pattern that defines several aspects of a retrieval procedure i.e. how the documents and user’s query are represented and how a system retrieves the relevant documents according to the user’s query and how the retrieved documents are ranked. Information retrieval techniques can be categorised as the exact match and the partial match retrieval techniques. The exact match retrieval
techniques will retrieve the documents which exactly match the query and the partial match retrieval techniques will retrieve the documents that also include the documents that exactly match query. Several studies have been proposed in the literature that classifies the IR models. These models are categorised as the classical models and the non classical models [9]. The non classical models of information retrieval models are based on the principles other than the similarity, probability and Boolean operations etc. These include the information logic model and interaction model. Other alternative models of information retrieval include the cluster model and the fuzzy model and latent semantic indexing model. Gerado Canfora et.al [10] proposed taxonomy of information retrieval models. The vertical taxonomy classifies information retrieval models based on a two components view, namely representation and reasoning. The horizontal taxonomy classifies information retrieval objects with respect to the application areas. Three types of classical models of information retrieval in wide area networks are defined [3]. These models have formed the basis of information retrieval research in wide area networks.

**Boolean Model:** Boolean model is based upon the Boolean logic and classical sets theory. Retrieval is based on whether or not the documents contain the query terms. The Boolean model is very rigid: AND means “all”, OR means “any”. In Boolean model the similarity function is Boolean and retrieved documents are not ranked. Boolean operator usage has much influence. In general the Boolean model is considered as the weakest model its main weakness is inability to recognize the partial match. The documents that exactly match the query are retrieved. Boolean model is still used for small scale search like searching the file on hard drive or e-mails etc.

**Probabilistic model:** probabilistic model ranks the documents based upon the probability of their relevance to the given query [4]. The probabilistic model in its pure form have been implemented with small scale search tasks like library catalogue works [8].

**Vector Space Model:** The vector space model is the most well studied retrieval models. The important contributions to its development were made by Lunh [11], Salton [3], Salton and McGill [12] and Van Rijsbergen [13]. It generates weighted term vectors for each document in the collection, and for the user query. The retrieval is based on the similarity between the query vector and document vectors. Based upon the similarity the output documents are ranked accordingly. The term is weighted with importance. Partial match is there. The similarity is based on the occurrence frequencies of the keywords in the query and in the document. The main disadvantage is that it assumes that the terms are independent. The vector space model is dominant thought among the researchers, practitioners and web community, where the popularity of vector space model runs high. This model outperforms probabilistic models in large scale information retrieval tasks [4]. So an information retrieval model in wide area networks consists of representation for documents, representation for queries, a modelling framework for the documents and queries and relationship between them, a ranking or similarity function which orders the documents with respect to query.

### D. Information Retrieval System

The basic component of any information system is the representation of the information itself. In the text information retrieval, representation means the representation of documents and queries. Representation of queries means the representation of user need. An information retrieval system is defined as a system which interprets the contents of information items and generates ranking which reflect relevance and retrieves the information more efficiently. The keywords are used by the most of Information retrieval system to retrieve documents. The systems first extract keywords from documents and then assign weights to the keywords by using different approaches. Information retrieval system consists of three basic components: Documentary Database, Query Subsystem, Matching mechanism [4], [22]. This document database stores document along with the information content of their representation. It is associated with the indexer module which automatically generates presentation for each document by extracting the document contents. Query subsystem is a system which formulate user request into query. Matching function compares the similarity between the query and document in the database. Based on this, documents are retrieved. The success of any information retrieval system depends on the ability to access the relevance of objects in its database to a given user’s request [14]. The effectiveness of retrieval system can be explained by two parameters used for many years i.e. recall and precision. Recall is the ratio of the number of relevant documents retrieved to the number of relevant documents in the collection. Precision is the ratio of number of relevant documents retrieved to the total number of documents retrieved [7].

### III. SIMILARITY FUNCTIONS USED IN INFORMATION RETRIEVAL IN WIDE AREA NETWORKS

From the literature it was found that there are many similarity functions which are used in the various fields such as information retrieval [15], image retrieval [16], molecular ecology [17], genetics and molecular biology [18] and chemistry [19]. In the information retrieval, similarity functions are used as the information retrieval techniques and similarity functions are the functions which are used to measure the similarity between user query and documents. The simplest way of counting the documents and query is by counting the number of terms they have in common. Retrieving documents in response to a user query is the most common text retrieval task. For this reason, most of the text similarity functions have been developed that take input as a query and retrieve the matching documents. Various similarity functions have been developed but how they are best applied in information retrieval and how similarity values or rankings should be interpreted is not answered yet. It is therefore difficult to decide which measure should be used for a particular application. The techniques which are used to measure the similarity between the documents and query are the textual
information retrieval techniques which make use of similarity functions. The similarity functions which are used by the various authors in the field of information retrieval in wide area networks are explained below.

**Inner product :**
One of the most commonly used similarity function is to take the inner product between the query and document vector. Similarity between vectors for the document \(d_j\) and query \(q_k\) can be computed as the vector inner product.

\[
\text{Sim}(d_j, q_k) = d_j \cdot q_k = \sum_{i=1}^{m} w_{ij}w_{ik}
\]

Where \(w_{ij}\) is the weight of term i in document j, \(w_{ik}\) is the weight of term i in the query k and m is the no of terms used to represent documents in the collection.

- For binary vectors, the inner product is the number of matched query terms in the document (size of intersection).
- For weighted term vectors, it is the sum of the products of the weights of the matched terms.

**Jaccard Similarity Function:**
The Jaccard similarity function is defined as the size of the intersection divided by the size of the union of the document and query vectors as expressed below

\[
\text{Sim}(d_j, q_k) = \frac{\sum_{i=1}^{m} w_{ij}w_{ik}}{\sum_{i=1}^{m} w_{ij}^2 + \sum_{i=1}^{m} w_{ik}^2 - \sum_{i=1}^{m} w_{ij}w_{ik}}
\]

**Dice Similarity function:**
Dice coefficient is defined as twice the number of common terms in the compared strings divided by the total number of terms in both strings.

\[
\text{Sim}(d_j, q_k) = \frac{2 \sum_{i=1}^{m} w_{ij}w_{ik}}{\sum_{i=1}^{m} w_{ij}^2 + \sum_{i=1}^{m} w_{ik}^2}
\]

**Cosine Similarity function:**
Cosine formulation measures cosine of the angle between the query and document vector. The numerator of the cosine measure is itself nothing more than the inner product measure. The critical difference, then, is that the inner product is divided by the product of Euclidean lengths of the document and query vectors.

\[
\text{Sim}(d_j, q_k) = \frac{\sum_{i=1}^{m} w_{ij}w_{ik}}{\sqrt{\sum_{i=1}^{m} w_{ij}^2} \sqrt{\sum_{i=1}^{m} w_{ik}^2}}
\]

**Overlap Similarity Function:**
The overlap similarity function is obtained as shown below

\[
\text{Sim}(d_j, q_k) = \frac{\sum_{i=1}^{m} w_{ij}w_{ik}}{\min(\sum_{i=1}^{m} w_{ij}^2, \sum_{i=1}^{m} w_{ik}^2)}
\]

IV. **IMPORTANCE OF SIMILARITY FUNCTIONS USED IN INFORMATION RETRIEVAL IN WIDE AREA NETWORKS**
The vast increase in the amount of online text and the need of the different types of information have led to the interest in the different areas of information and retrieval like multimedia retrieval, chemical and biological informatics, topic detection and summarization etc. [20]. Despite this, Textual similarity is the basis of all the above said fields. Textual similarity functions plays the important role in the text related research and the tasks related to its applications in the field of information retrieval, topic detection, text classification. The textual similarity makes use of similarity functions. The textual similarity function is partitioned into String-based, Corpus-based and knowledge-based. String-based is further characterized as the character-based approach and the term based approach [21]. The term-based approach makes use of Jaccard, Cosine, Dice and Overlap similarity functions. If binary weights are used, then weight of term can be 1 if term occurs in the document and 0 if the term does not occurs in the document then all the stated formulae of section 3 of the paper for the similarity function in the binary term vectors are shown in the Table 1. X is defined, a set of all terms occurring in document X. Y is defined, a set of all terms occurring in document Y.

\[
| X | = \text{Numbers of terms that occur in set X.}
| Y | = \text{Number of terms that occur in set Y.}
| X \cap Y | = \text{Number of terms occur in both X and Y.}
\]

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Similarity Function</th>
<th>Similarity with Binary term vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Inner Product</td>
<td>(</td>
</tr>
<tr>
<td>2</td>
<td>Jaccard</td>
<td>(\frac{</td>
</tr>
<tr>
<td>3</td>
<td>Dice</td>
<td>(\frac{2</td>
</tr>
<tr>
<td>4</td>
<td>Cosine</td>
<td>(\frac{</td>
</tr>
<tr>
<td>5</td>
<td>Overlap</td>
<td>(\frac{</td>
</tr>
</tbody>
</table>

There are number of similarity functions found in literature and above five formulae of similarity functions which were defined in Table 1 were used frequently as information retrieval techniques in the field of information retrieval in wide area networks.
V. CONCLUSIONS

In this study different similarity functions that are used as information retrieval techniques in wide area networks to measure the similarity between the documents and query were discussed i.e. Inner product, Jaccard, Dice, Cosine and Overlap similarity functions. All of these similarity functions fall in the category of term based similarity functions which is sub category of the string based similarity functions. It is also concluded that the vector space model is most dominant thought among the researchers and web community where the retrieval process is based on the similarity between the query vector and document vectors. The weights can be raw term weights or the binary weights where the raw weights are the frequency of occurrence of term in each document and binary weights are the presence or absence of terms. Based upon the numeric similarity between the query and document, the documents can be ranked. Different similarity functions have been proposed in the field of information retrieval in wide area networks and it is concluded that with the proper combination of similarity functions the similarity between the document and query, the textual similarity can be enhanced.
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