Abstract—The large datasets are being mined to extract hidden knowledge and patterns that assist decision makers in making effective, efficient, and timely decisions in an ever increasing competitive world. This type of “knowledge-driven” data mining activity is not possible without sharing the “datasets” between their owners and data mining experts (or corporations); as a consequence, protecting ownership (by embedding a watermark) on the datasets is becoming relevant. The most important challenge in watermarking (to be mined) datasets is: how to preserve knowledge in features or attributes? Usually, an owner needs to manually define “Usability constraints” for each type of dataset to preserve the contained knowledge. The major contribution of this paper is a novel formal model that facilitates a data owner to define Usability constraints—to preserve the knowledge contained in the dataset—in an automated fashion. The model aims at preserving “classification potential” of each feature and other major characteristics of datasets that play an important role during the mining process of data; as a result, learning statistics and decision-making rules also remain intact.

The proposed paper is implemented with hybrid algorithm using Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) for selecting global datasets, classification of tuples to be watermarked by Extreme Learning Machine (ELM). The proposed paper not only preserves the knowledge contained in a dataset but also significantly enhances watermark security compared with existing techniques.

1. Introduction

From large databases, datasets are generated. These datasets are used to extract information and this information is used in an effective manner for decision makers. These datasets are used by an effective organisation and also used by the business people to find the novel solution for their problems [1].

Watermarking is mostly used as one of the methods in data mining to embed additional information which is not in visible form. Watermarking for database is used in several areas. First well-known database watermarking scheme for relational database is implemented in [2].

This type of watermarking can be applied to any database relation and that having attributes. To preserve the knowledge of the database, ability of the feature is enhanced to preserve the attributes. Also the dataset classification accuracy remains intact.

The process of defining “Usability constraints” is dependent on the dataset and its intended applications.

Sharing the datasets in emerging field and protecting the owner’s dataset is an important and one of the challenging tasks in the database. Watermarking is one of the common mechanisms used in database to elevate and proof the ownership database such as e audio, video, image, relational database, text and software [3]–[5]. “Usability constraints” is a challenge because a user has to strike a balance between “robustness of watermark” and “preserving knowledge contained in the features”.

2. Related Work

In [6] author proposed a technique for watermarking numeric attributes in a database. One of the watermarking embed technique was implemented in [7].This technique is used to embed the watermarking scheme into a dynamic data structure. This method proves better due to their effectiveness and this method is projected through Java software.

In [8] proposed a tuple based watermarking techniques for relational database. This type of technique is not used for data mining dataset because it does not preserve the data mining information.

3. Formal Model for “Usability Constraints”

To define “Usability Constraints” that preserves the knowledge during the process of inserting watermark in the dataset.

Definition 1. Tuple: A tuple is an ordered list of elements. The tuple is used as a basic unit for referring different parameters of a dataset.

Definition 2. Learning Algorithm: Given a dataset \( D_0 \) with \( M \) features, \( N \) instances, and a class attribute \( Y \), a learning algorithm \( \Gamma \), groups instances into different groups. Formally

\[
\Gamma: D_0^M \rightarrow (C_{\alpha}, C_\beta)
\]

In the above equation \( \alpha \) is the number of distinct items in \( Y \). A learning algorithm may be a classification algorithm or a clustering algorithm.

Definition 3. Learning Statistics: \( C_\beta \) Learning statistics is a tuple containing the classification statistics (or accuracy) of a particular learning algorithm. Formally:

\[
C_\beta \leftarrow \Gamma: D_0
\]

These statistics includes \( TP_{\text{rate}}, FP_{\text{rate}} \) and decision rule boundaries \( R_0 \).
Decision rule boundaries denote the threshold values that define the boundary of a particular decision rule.

TP (true positive): TP denotes the number of instances of a particular class detected as instances of that class.

FP (false positive): For a particular class, the number of instances of other class(es) detected as instances of that particular class.

TN (true negative): For a particular class, the number of instances detected as instances of other class(es).

FN (false negative): For a particular class, the number of instances of that class detected as instances of other class(es).

Then store the learning statistics in $C_S$, that is:

$$C_S = (TP_{rate}, FP_{rate}, R_S)$$

Definition 4. Decision Rules: Given a dataset $D_0$ with $M$ features, a rule is a tuple constructed by mapping of $m$ "optimum" learning statistics. Formally, $R: (D_0, C_S) \rightarrow Y$ contains all such rules as:

$$R = \{R_1, R_2, \ldots, R_b\}$$

Definition 5. Feature Selection Scheme: A feature selection scheme $S$ transforms $M$-dimensional data $D_0$, having $N$ samples, $M$ features and a class attribute, in $m$-dimensional space $R^m$ (with $m \leq M$, such that $R^m \subseteq R^M$) that can yield "optimum" learning statistics. Formally, $S: D_0 \rightarrow R^m$

4. Proposed Framework

The proposed framework is divided into several steps.

1. Pre-processing is used to remove the unwanted data like missing values, incorrect and noisy data.

2. Selection of global dataset from the given datasets is done using optimization method of PSO and GA.

3. Applying watermark to the features of selected global dataset.

4. The rows values to be watermarked are classified using ELM.

5. Applying watermark to the rows values that are greater than the given kernel point.

Selection of Dataset through Optimization Method

This optimization method is used to select the dataset for watermarking process. In this paper hybrid method is selected to process the framework. Using this hybrid method, best dataset is selected from the given four datasets.

The hybrid optimization for dataset watermarking is performed with PSO & GA. Genetic algorithm(GA) is one of the recognized powerful techniques for optimization and global search problems. It was originated in 1970 by John Holland. Here the process involved in the genetic evolution such as natural selection, mutation and crossover are developed for the target problems. For optimization problems, GA populations are formulated as chromosomes of candidate solution. This technique maintains a population of $M$ individuals $Pop(g) = \{X_1(g), \ldots, X_M(g)\}$ for each iteration $g$.

The potential solution of the population is denoted by each individual. Using selection process, new populations are obtained and these are all based on individual adaptation and some genetic operators. In each generation, the fitness of every individual in the population is evaluated. Depending on mutation and crossover, new individuals are generated and reproduced. Further in the genetic operation process, new tentative populations are formed by selecting individuals and this selection process is repeated several times. Then from this process some of the new tentative population undergoes transformation. After the selection process, crossover creates two new individuals by combining parts from two randomly selected individuals of the population. The system needs high crossover probability and low mutation for good GA performances as an output. Mutation is a unitary transformation which creates with certain probability, $p_m$, a new individual by a small change in a single individual.

Below algorithm gives the methodology of the proposed hybrid algorithm. In selection process of the genetic algorithm, Particle Swarm Optimization (PSO) method is introduced. This algorithm is implemented in 1995 by Kennedy and Eberhart and this is one of the well-known optimization techniques. In PSO, each particle represents a candidate solution within a n-dimensional search space. The position of a particle $i$ at iteration $t$ is denoted by $x_i(t) = [x_{i1}, x_{i2}, \ldots, x_{in}]$.

For each iteration, every particle moves through the search space with a velocity $v_i(t) = [v_{i1}, v_{i2}, \ldots, v_{in}]$ calculated as follows

$$v_i(t+1) = w(t)v_i(t) + c_1r_1[y_{i1}(t) - x_{i1}(t)] + c_2r_2[y_{i2}(t) - x_{i2}(t)]$$

In the above equation dimension of the search space is denoted by $j$ and $i \in \{1, 2, \ldots, n\}$, inertia weight is given by $w$, $y_{ij}(t)$ is the personal best position of the particle $i$ at iteration $t$ and $y(t)$ is the global best position of the swarm iteration $t$. $p_{best}$ is the personal best solution and it denotes the best position found by the particle search process until the iteration $t$. $p_{best}$ is the global best position and it identifies the best position found by the entire swarm until the iteration $t$.

Acceleration coefficient and random numbers are given by parameters $c_1, c_2, r_1$ and $r_2$. $[v_{min}, v_{max}]$ is the limited range for the velocity. After updating velocity, the new position of the particle $i$ at iteration $t+1$ is calculated using the following equation:

$$x_i(t+1) = x_i(t) + v_i(t+1)$$

$$w(t) = w_{max} - t \times \frac{(w_{max} - w_{min})}{t_{max}}$$

In the above equation, the parameter $w$ reduces gradually as the iteration increases and the parameter $w_{max}$ and $w_{min}$ denotes the inertia and final weight and maximum number of iterations are denoted by $t_{max}$.
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5. CLASSIFICATION

The rows to be watermarked are classified using Extreme Learning Machine.

Learning algorithm uses a finite number of inputs and outputs for training in supervised batch learning system. In this system, consider $N$ arbitrary distinct samples $(X_i, t_i) \in \mathbb{R}^m \times \mathbb{R}$, in this $X_i$ is an $m \times 1$ input vectors and $t_i$ is an $m \times 1$ target vector. If an SLFN with $N$ hidden nodes can approximate these $N$ samples with zero error, it then implies that there exist $\beta_i, a_i$ and $b_i$ such that

$$f_{\beta}(X_i) = \sum_{j=1}^{N} \beta_j G(a_j, b_j, X_i) = t_j, j = 1, ..., N$$

The above equation can be written as

$$H \beta = T$$

Where

$$H = \begin{bmatrix} H(a_1, b_1, X_1) & ... & H(a_N, b_N, X_1) \\ ... & ... & ... \\ H(a_1, b_1, X_N) & ... & H(a_N, b_N, X_N) \end{bmatrix}_{N \times N}$$

$$\beta = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_{N-1}^T \end{bmatrix}_{N \times m}$$

and $T = \begin{bmatrix} t_1^T \\ \vdots \\ t_N^T \end{bmatrix}_{N \times m}$

$H$ is called the hidden layer output matrix of the network [14], the $i$th column of $H$ is the $i$th hidden node’s output vector with respect to inputs $X_1, X_2, ..., X_N$ and the $j$th row of $H$ is the output vector of the hidden layer with respect to input $X_j$.

In real applications, the number of hidden nodes $N$ will always be less than the number of training samples $N$, and hence the training error cannot be made exactly zero but can approach a nonzero training error $E$. The hidden node parameters $a_i$ and $b_i$ (input weights and biases or centers and impact factors) need not be tuned during training and may simply be assigned with random values according to any continuous sampling distribution [11], [12], [13]. Equation (5) then becomes a linear system and the output weights $\beta$ are estimated as

$$\hat{\beta} = H^+T$$

Where $H^+$ the Moore-Penrose is generalized inverse [15] of the hidden layer output matrix $H$. The ELM algorithm which consists of only three steps, can then be summarized as

ELM Algorithm: Given a training set $\mathbb{X} = \{(X_i, t_i) | X_i \in \mathbb{R}^m, t_i \in \mathbb{R}, i = 1, ..., N\}$, activation function $g(x)$, and hidden node number $N$.

STEP 1: Assign random hidden nodes by randomly generating parameters $(a_j, b_j)$ according to any continuous sampling distribution, $i = 1, ..., N$.

STEP 2: Calculate the hidden layer output matrix $H$.

STEP 3: Calculate the output weight $\beta = H^+T$

Recently in [9] have developed a new learning algorithm called Extreme Learning Machine (ELM) for Single-hidden Layer Feed forward neural Networks (SLFNs). In this technique hidden node parameters are randomly chosen and fixed and then analytically determine the output weight of SLFNs [10].

Single-hidden Layer Feed forward neural Networks $N$ hidden nodes are the output of an SLFN and this can be represented by

$$f_{\beta}(X) = \sum_{j=1}^{N} \beta_j G(a_j, b_j, X), \text{where } X \in \mathbb{R}^m, a_j \in \mathbb{R}^n$$

In this equation, the learning parameters of hidden nodes are given by $a_j$ and $b_j$, then $\beta_j$ indicates the weight connecting the $i$th hidden node to the output node. Output of the $i$th hidden node with respect to the input $x$ is given by $G(a_j, b_j, X)$.

For additive hidden node with the activation function $g(x): \mathbb{R} \rightarrow \mathbb{R}$, $G(a_j, b_j, X)$ is given by

$$G(a_j, b_j, X) = g(a_j, X + b_j), \text{where } b_j \in \mathbb{R}$$

In the above equation $a_j$ is the weight vector connecting the input layer to the ith hidden node and $b_j$ is the bias of the ith hidden node. $X$ indicates the inner product of vectors $a_j$ and $X \in \mathbb{R}^m$. For an RBF hidden node with an activation function $g(x): \mathbb{R} \rightarrow \mathbb{R}$, $G(a_j, b_j, X)$ is given by

$$G(a_j, b_j, X) = g(b_j \|X - a_j\|, b_j \in \mathbb{R}^n)$$

In the above equation $a_j$ and $b_j$ are the center and impact factor of the ith RBF node. $X$ indicates the set of all positive real values. The RBF network is a special case of SLFN with RBF nodes in its hidden layer. Each RBF node has its own centroid and impact factor and its output is given by a radially symmetric function of the distance between the input and the center.

6. WATERMARKING SCHEME

In this paper proposed a watermarking scheme that preserves the classification potential of features. There are two main phases in watermarking scheme: watermark encoding and watermark decoding.

The classification potential of each feature is calculated using mutual information and it is stored in a vector. The threshold is computed using a vector of classification potentials. The classification potential of features (the vector) are then used to logically group features of the dataset into non overlapping groups. The watermark is optimized and embedded in this stage while enforcing the usability constraints modelled.

Data grouping step is not performed for nonnumeric features because watermark embedding algorithm does not bring any change in the values of such features. To embed a watermark in the dataset, a sequence of binary bits are used as a watermark. For watermarking a nonnumeric feature $f$, secret hash value for each row is calculated by seeding a pseudo random sequence generator $\tilde{\sigma}$ with concatenation of a secret key $K_s$, class label of the row, and row value (ascii) as:

$$\text{row, hash} = \tilde{\sigma}(K_s || y_{\text{row}} || \text{row, val})$$

Where, row, val denotes a particular row value and is the class label of that row.
7. EXPERIMENTAL RESULTS

In this paper, implementation on different datasets chosen from different domains are performed and the respective datasets for this paper are multiclass dataset, high dimensional dataset and some missing values. The experiments are implemented on Java Platform. In this paper Optimization technique of dataset watermarking was implemented using hybrid algorithm of GA with PSO and the results are classified using ELM.
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Figure 15: Processor Allocation results
Figure 1 to 20 gives the proposed framework results. Different dataset pre-processing results are illustrated in the above figures. After pre-processing, optimization techniques are used.

8. CONCLUSION

The proposed framework implemented a novel knowledge-preserving and lossless usability constraints model and a new watermarking scheme has been proposed for watermarking data mining datasets. In existing system, PSO algorithm is implemented, but it produces some drawbacks that the swarm may prematurely converge. The underlying principle behind this problem is that, for the global best PSO, particles converge to a single point, which is on the line between the global best and the personal best positions. To overcome the limitations of PSO, hybrid algorithms with GA are proposed. The basis behind this is that such a hybrid approach is expected to have merits of PSO with those of GA. One advantage of PSO over GA is its algorithmic simplicity. Another clear difference between PSO and GA is the ability to control convergence. The proposed framework optimizes the watermark embedding such that all usability constraints remain intact.

REFERENCES