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Abstract: - An efficient algorithm for spatial databases, various approaches are delivered by the various researchers for finding the result based on the keywords, and usually spatial query is a combination of a location and set of features. in this paper, has a few deficiencies that seriously impact its efficiency. Motivated by this, we develop a new access method called the spatial inverted index that extends the conventional inverted index to cope with multidimensional data, and comes with algorithms that can answer nearest neighbor queries with keywords in real time. As verified by experiments, the proposed techniques outperform the IR2-tree in query response time significantly, often by a factor of orders of magnitude. Spatial databases are mainly focus on multi dimensional database. In our approach we are handling the spatial queries jointly and returns the only user specified number of optimal results, we implemented a cache based approach for efficient results.

Index Terms: —Nearest Neighbor Search, Keyword Search, and Spatial Index.

1. INTRODUCTION

The World-Wide Web has reached a size where it is becoming increasingly challenging to satisfy certain information needs. While search engines are still able to index a reasonable subset of the (surface) web, the pages a user is really looking for are often buried under hundreds of thousands of less interesting results. Thus, search engine users are in danger of drowning in information. Adding additional terms to standard keyword searches often fails to narrow down results in the desired direction. A natural approach is to add advanced features that allow users to express other constraints or preferences in an intuitive manner, resulting in the desired documents to be returned among the first results. In fact, search engines have added a variety of such features, often under a special advanced search interface, but mostly limited to fairly simple conditions on domain, link structure, or modification date.

A spatial keyword query consists of a query area and a set of keywords shown in below figure. The answer is a list of objects ranked according to a combination of their distance to the query area and the relevance of their text description to the query keywords. A simple yet popular variant, which is used in our running example, is the distance-first spatial keyword query, where objects are ranked by distance and keywords are applied as a conjunctive filter to eliminate objects that do not contain them.

Unfortunately there is no efficient support for top-k spatial keyword queries, where a prefix of the results list is required. Instead, current systems use ad-hoc combinations of nearest neighbor (NN) and keyword search techniques to tackle the problem. For instance, an R-Tree is used to find the nearest neighbors and for each neighbor an inverted index is used to check if the query keywords are contained. We show that such two-phase approaches are inefficient.

Today, the widespread use of search engines has made it realistic to write spatial queries in a brand new way. Conventionally, queries focus on objects’ geometric properties only, such as whether a point is in a rectangle, or how close two points are from each other. We have seen some modern applications that call for the ability to select objects based on both of their geometric coordinates and their associated texts. For example, it would be fairly useful if a search engine can be used to find the nearest restaurant that offers “steak, spaghetti, and brandy” all at the same time. Note that this is not the “globally” nearest restaurant (which would have been returned by a traditional nearest neighbor query), but the nearest restaurant among only those providing all the demanded foods and drinks.

2. RELATED WORK

Inverted indexes (I-index) have proved to be an effective access method for keyword-based document retrieval. In the spatial context, nothing prevents us from treating the text description \( W_p \) of a point \( p \) as a document, and then, building an I-index. Note that the list of each word maintains a sorted order of point ids, which provides considerable convenience in query processing by allowing an efficient merge step. For example, assume that we want to find the points that have words \( c \) and \( d \). This is essentially to compute the intersection of the two words’ inverted lists. As both lists are sorted in the same order, we can do so by merging them, whose I/O and CPU times are both linear to the total length of the lists.

3. PROBLEM DEFINITION

Let \( P \) be a set of multidimensional points. As our goal is to combine keyword search with the existing location-finding services on facilities such as hospitals, restaurants, hotels, etc., we will focus on dimensionality 2, but our technique can be extended to arbitrary dimensionalities with no technical obstacle. We will assume that the points in \( P \) have integer coordinates, such that each coordinate ranges in \([0, t]\), where \( t \) is a large integer. This is not as
restrictive as it may seem, because even if one would like
to insist on real-valued coordinates, the set of different
coordinates represent able under a space limit is still finite
and enumerable; therefore, we could as well convert
everything to integers with proper scaling.

ForwardToTreeprocess()
1. Build an empty list
2. Make a root node
3. if Qi in cache and status=false
   For j=0 to n
   Compare features(Qi,Qj) status=true;
   For Each child in tree
   If(status=true)
   Getnodebyfeature (Qi);
   Getnodebyfeature (Qj);
   End
   Else
   Empty list ()
   End For Each
4. Add nodes to list
5. Return list

Inverted index:
Inverted indexes (I-index) have proved to be an
effective access method for keyword-based document
retrieval. In the spatial context, nothing prevents us from
treating the text description Wp of a point p as a document,
and then, building an I-index. Figure 4 illustrates the index
for the dataset of Figure 1. Each word in the vocabulary has
an inverted list, enumerating the ids of the points that have
the word in their documents.

Note that the list of each word maintains a sorted order
of point ids, which provides considerable convenience in
query processing by allowing an efficient merge step. For
example, assume that we want to find the points that have
words c and d. This is essentially to compute the
intersection of the two words’ inverted lists. As both lists
are sorted in the same order, we can do so by merging
them, whose I/O and CPU times are both linear to the total
length of the lists.

Recall that, in NN processing with IR2-tree, a point
retrieved from the index must be
verified (i.e., having its
text description loaded and checked). Verification is also
necessary with I-index, but for exactly the opposite reason.
For IR2-tree, verification is because we do not have the
detailed texts of a point, while for I-index, it is because we
do not have the coordinates. Specifically, given an NN
query q with keyword set Wq, the query algorithm of I-
index first retrieves (by merging) the set Pq of all points
that have all the keywords of Wq, and then, performs |Pq|
random I/Os to get the coordinates of each point in Pq in
order to evaluate its distance to q.

According to the experiments, when Wq has only a
single word, the performance of I-index is very bad, which
is expected because everything in the inverted list of that
word must be verified. Interestingly, as the size of Wq
increases, the performance gap between Iindex and IR2-
tree keeps narrowing such that I-index even starts to
outperform IR2-tree at |Wq| = 4. This is not as surprising as
it may seem. As \(|W_q|\) grows large, not many objects need to be verified because the number of objects carrying all the query keywords drops rapidly.

On the other hand, at this point an advantage of \(I\) starts to pay off. That is, scanning an inverted list is relatively cheap because it involves only sequential I/Os, as opposed to the random nature of accessing the nodes of an IR2-tree.

Given the texts

\[
\begin{align*}
T[0] &= "it is what it is" \\
T[1] &= "what is it" \\
T[2] &= "it is a banana" \\
\end{align*}
\]

We have the following inverted file index (where the integers in the set notation brackets refer to the indexes (or keys) of the text symbols, \(T[0], T[1]\) etc.):

\[
\begin{align*}
\text{"a"} & : \{2\} \\
\text{"banana"} & : \{2\} \\
\text{"is"} & : \{0, 1, 2\} \\
\text{"it"} & : \{0, 1, 2\} \\
\text{"what"} & : \{0, 1\}
\end{align*}
\]

A term search for the terms "what", "is" and "it" would give the set

\[
\{0, 1\} \cap \{0, 1, 2\} \cap \{0, 1, 2\} = \{0, 1\}
\]

With the given texts, we get the following full inverted index, where the pairs are document numbers and local word numbers. Like the document numbers, local word numbers also begin with zero. So, "banana": \(\{2, 3\}\) means the word "banana" is in the third document \((T[2])\), and it is the fourth word in that document (position 3).

\[
\begin{align*}
\text{"a"} & : \{(2, 2)\} \\
\text{"banana"} & : \{(2, 3)\} \\
\text{"is"} & : \{(0, 1), (0, 4), (1, 1), (2, 1)\} \\
\text{"it"} & : \{(0, 0), (0, 3), (1, 2), (2, 0)\} \\
\text{"what"} & : \{(0, 2), (1, 0)\}
\end{align*}
\]

If we run a phrase search for "what is it" we get hits for all the words in both document 0 and 1. But the terms occur consecutively only in document 1.

\[
\begin{array}{|c|c|}
\hline
\text{Word} & \text{Inverted Index} \\
\hline
\text{a} & P_1, P_4 \\
\text{b} & P_1, P_2, P_4 \\
\text{c} & P_0, P_2, P_5 \\
\text{d} & P_2, P_3, P_6, P_8 \\
\text{e} & P_4, P_5, P_6, P_7 \\
\hline
\end{array}
\]

A spatial keyword query consists of a query area and a set of keywords shown in below figure. The answer is a list of objects ranked according to a combination of their distance to the query area and the relevance of their text description to the query keywords. A simple yet popular variant, which is used in our running example, is the distance-first spatial keyword query, where objects are ranked by distance and keywords are applied as a conjunctive filter to eliminate objects that do not contain them.

Furthermore, the \(m\) choices are mutually independent, and may even happen to be the same bit. The concrete values of \(l\) and \(m\) affect the space cost and false hit probability, as will be discussed later. Gives an example to illustrate the above process, assuming \(l = 5\) and \(m = 2\). For example, in the bit string \(h(a)\) of \(a\), the 3rd and 5th (counting from left) bits are set to 1. As mentioned earlier, the bit signature of a set \(W\) of words simply ORs the bit strings of all the members of \(W\). For instance, the signature of a set \(\{a, b\}\) equals 01101, while that of \(\{b, d\}\) equals 01111.

<table>
<thead>
<tr>
<th>Word</th>
<th>Hashed bit string</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>00101</td>
</tr>
<tr>
<td>b</td>
<td>01001</td>
</tr>
<tr>
<td>c</td>
<td>00011</td>
</tr>
<tr>
<td>d</td>
<td>00110</td>
</tr>
<tr>
<td>e</td>
<td>10010</td>
</tr>
</tbody>
</table>

Fig. 3. Example of bit string computation with \(l = 5\) and \(m = 2\)

5. Conclusion

Finally we proposed an efficient a novel search implementation on spatial databases with simple implementation than the complex tree constructions like R trees, in both cache based and non cache based(with geocodings),our algorithms shows an optimal results than the traditional approaches. Multi dimensional databases with key word searches. Search for nearest neighbor locations and keywords. In this paper, we have remedied the situation by developing an access method called the spatial inverted index (SI-index). Not only that the SI-index is fairly space economical, but also it has the ability to perform keyword-augmented nearest neighbor search in time that is at the order of dozens of milliseconds. Furthermore, as the SI-index is based on the conventional technology of inverted index, it is readily incorporable in a commercial search engine that applies massive parallelism, implying its immediate industrial merits.
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