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Abstract— Now in these days there are various applications are claimed to extract the accurate information from the colored image database. This data base having various different kinds of images and their own semantics, during information extraction based on the content of images there are various different kind of feature extraction techniques are available. This presented work focuses on the various feature extraction techniques. In addition of that what kind of information they reflects and where they can easily adoptable is also provided.
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I. INTRODUCTION

In machine learning process data is recognized using their meaningful patterns and extracted using the similarity between these patterns. To find the recognizable patterns among the data required to reduce the amount of data and extract the actual relationship or difference between two data instances. These relationships or differences are computed using the content of the data. Therefore that is a complex domain; where uncertainty and randomness nature of the data can be misguide the actual decision or recognition pattern.

The presented work in this paper is an evaluation of techniques by which the optimal properties between the data can be evaluated to find and form the optimum properties by which the nature of data and pattern of the data can be recognize. The presented work is evaluation of the image data and finding the most appropriate feature extraction method, in order to utilize them in various applications.

For proper understanding of the relation between the data processing and image processing, first we take an example, suppose we have a set of random documents, for categorizing or proper arrangement of these documents according to their domain, required to find some knowledge about the document contents, therefore first required to read a document and then evaluate the domains and topic reside in the given document. In the same way for finding the appropriate patterns over the given data, pre-processing, data model construction and implementation in problem is required.

Image is a different kind of data which includes a huge amount of information, such as color information, objects, edges, pixel definition, dimensions and others. Therefore the treatment of image data is a sensitive concern to preserve the complete information. This paper addresses the various key features and properties of image data by which the information from the image is extracted and utilized for different applications of face recognition, image retrieval and others.

II BACKGROUND STUDY

As we know that local features are the image patterns which differ from its immediate neighbourhood. It is usually affected by the change of an image property or several properties simultaneously, although it is not necessary localized exactly on these changes. There are mainly three properties commonly considered- intensity, color, and texture. Figure 1 shows some examples of local features in accountour image as well as in a gray value image. Local features can be points, but also edges or small image patches. Typically, some measurements are taken from a region centred on a local feature and converted into descriptors. The descriptor scan then be used for various applications [1].

Figure 1 image features

Good features should have the following properties:

Distinctiveness/informativeness: The strength patterns underlying the discovered features should show a lot of variation, such that features can be distinguished and matched.

Repeatability: Given two images of the same objector view, taken under different viewing conditions, a high percentage of the features noticed on the scene part observable in both images should be found in both images.

Locality: The features should be limited, so as to decrease the probability of occlusion and to permit simple model estimates of the geometric and photometric deformations between two images taken under different viewing circumstances (e.g.: based on a local planarity assumption).

Accuracy: The detected features should be accurately localized, in both image location, with respect to scale and possibly shape.
Efficiency: Preferably, the recognition of features in a new image should allow for time-critical applications. Repeatability, deceptively the most significant property of all, can be achieved in two different ways: either by invariance or by robustness.

Quantity: The number of detected features should be satisfactorily large, such that a sensible number of features are detected even on small objects. However, the optimal number of features depend on the application. Ideally, the number of identified features should be controllable over a large range by a simple and intuitive threshold. The density of features should reflect the information content of the image to provide a compact image representation.

Robustness: In case of relatively small deformations, it often suffices to make feature detection methodless sensitive to such deformations, i.e., the accuracy of the detection may decrease, but not drastically. Typical deformations that are tackled using robustness are image noise, discretization effects, compression artifacts, blur etc. Also geometric and photometric deviations from the mathematical model used to obtain invariance are often overcome by including more robustness.

Invariance: When large deformations are to be projected, the preferred approach is to model these mathematically if possible, and then develop methods for feature detection that are unaffected by these mathematical transformations.

III. CONTENT BASED IMAGE RETRIEVAL

An image retrieval system can be defined as searching, browsing, and retrieving images from massive databases consisting of digital images. Although conventional and common techniques of retrieving images make use of adding metadata namely captioning keywords so as to perform annotation of words. However, image search can be described by dedicated technique of search which is mostly used to find images. For searching images user provides the query image and the system returns the image similar to that of query image [2].

Text Based Image Retrieval (TBIR) is presently used in almost all general-purpose web image retrieval systems today. This approach uses the text connected with an image to determine what the image contains. This can be text surrounding the image, the image’s filename, a hyperlink important to the image, an explanation to the image, or any other part of text that can be associated with the image. Google, Yahoo Image investigate engines are instance of systems using this approach. Although these search engines are rapid and vigorous, they sometimes fail to retrieve relevant images, this is because of many reasons -

- Firstly, there are too many inappropriate words in the surrounding textual descriptions, which consequences in low image search precision rate.
- Secondly, the surrounding text does not seem to fully explain the semantic content of Web images, which results in low image search recall rate.
- The third trouble is polysemy problem (same word can be used to submit to more than one object). Due to the query polysemy, the results searcher will fail to find images tagged in Chinese, and a Dutch searcher will fail to find images tagged in English. This means the query must match the language of the text associated with the images.

Content Based Image Retrieval is a set of techniques for retrieving semantically-relevant Images from an image database based on automatically-derived image features [3]. This aims at avoiding the use of textual descriptions and instead retrieves images based on their visual similarity to a user-supplied query image or user-specified image features.

The main goal of CBIR is efficiency during image indexing and retrieval, thereby reducing the need for human intervention in the indexing process [4]. The computer must be able to retrieve images from a database without any human assumption on specific domain (such as texture vs. non texture). One of the main tasks for CBIR systems is similarity comparison, extracting feature of every image based on its pixel values and defining rules for comparing images. These features become the image representation for measuring similarity with other images in the database. Images are compared by calculating the difference of its feature components to other image descriptors. Research Center, extracts several features from each image, namely, colour, texture and shape features [5]. These descriptors are obtained globally by extracting information on the means of
Most of the existing CBIR systems consider each image as a whole; however, a single image can include multiple regions/objects with completely different semantic meanings. A user is often interested in only one specific region of the query image instead of the entire image. Therefore, rather than viewing each image as a whole, it is more practical to view it as a set of regions. The features engaged by the majority of Image Retrieval systems include color, texture, figure and spatial layout. Such features are actually not efficient for CBIR, if they are taken out from a whole image, because they undergo from the differing backgrounds, overlaps, occlusion and cluttering in different images and they do not have sufficient ability to capture important properties of objects, as a result most admired approaches in recent years is to change the focus from the global content explanation of images into the local content explanation by regions or even the objects in images. RBIR is a hopeful extension of the classical CBIR: rather than deploying global features over the entire content, RBIR systems partition an image into a number of homogeneous regions and extract local features for each region then features of regions are used to represent and index images in RBIR. For RBIR, The user supplies a query object by selecting a region of a query image and then the corresponding similarity measure is computed between features of region in the query and a set of features of segmented regions in features database and the system returns a ranked list of images that contain the same object. The content-based approach can be summarized as follows:

1. Computer vision and image processing techniques in are used to extract content features from the image.
2. Images are represented as collections of their prominent features. For a given feature, an appropriate representation of the feature and a notion of similarity are determined.
3. Image retrieval is performed based on computing similarity or Dissimilarity in the feature space, and results are ranked based on the similarity measure.

IV. LOW LEVEL FEATURE EXTRACTION TECHNIQUES

This section includes the various feature vector calculation methods that are consumed to design algorithm for image retrieval system.

Grid Color Moment

Color feature is one of the most widely used features in low level feature. Compared with shape feature and texture feature, color feature shows better stability and is more insensitive to the rotation and zoom of image. Color not only adds beauty to objects but also more information, which is used as powerful tool in content-based image retrieval. In color indexing, given a query image, the goal is to retrieve all the images whose color and texture compositions are similar to those of query image. In color image retrieval there are various methods, but here we will discuss some prominent methods.

The feature vector we will use is called "Grid-based Color Moment". Here is how to compute this feature vector for a given image: [8]

- Convert the image from RGB for HSV color space (Hint: use the function rgb2hsv in Matlab for this operation)
- Uniformly divide the image into 3x3 blocks
- For each of these nine blocks
- Compute its mean color (H/S/V)

\[
x' = \frac{1}{N} \sum_{i=1}^{N} x_i
\]

Where N is the number of pixels within each block, x_i is the pixel intensity in H/S/V channels.

- Compute its variance (H/S/V)

\[
\sigma^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - x')^2
\]

- Compute its skewness(H/S/V)

\[
\gamma = \frac{1}{n} \sum_{i=1}^{N} (x_i - x')^3 / \left(\sum_{i=1}^{N} (x_i - x')^2\right)^{3/2}
\]

- Each block will have 3x3x3=9 features, and thus the entire image will have 9x9=81 features. Before we use SVM to train the classifier, we first need to normalize the 81 features to be within the same range, in order to achieve good numerical behavior. To do the normalization, for each of the 81 features:

- Compute the mean and standard deviation from the training dataset

\[
\mu = \frac{1}{M} \sum_{i=1}^{M} f_i
\]

\[
\sigma = \sqrt{\frac{1}{M} \sum_{i=0}^{M} (f_i - \mu)^2}
\]

Where M is the number of images in the training dataset, and f_i is the feature of the i^th training sample.

- Perform the "whitening" transform for all the data (including both the training data and the testing data), and get the normalized feature value:

\[
f'_i = \frac{f_i - \mu}{\sigma}
\]
Canny Edge Detection

The purpose of edge detection in general is to significantly reduce the amount of data in an image, while preserving the structural properties to be used for further image processing. Several algorithms exist, and this worksheet focuses on a particular one developed by John F. Canny (JFC) in 1986. [9, 10]

The algorithm runs in 5 separate steps:

1. **Smoothing**: Blurring of the image to remove noise.
2. **Finding gradients**: The edges should be marked where the gradients of the image have large magnitudes.
3. **Non-maximum suppression**: Only local maxima should be marked as edges.
4. **Double thresholding**: Potential edges are determined by thresholding.
5. **Edge tracking by hysteresis**: Final edges are determined by suppressing all edges that are not connected to a very certain (strong) edge.

**Smoothing**

It is inevitable that all images taken from a camera will contain some amount of noise. To prevent that noise is mistaken for edges, noise must be reduced. Therefore the image is first smoothed by applying a Gaussian filter. The kernel of Gaussian filter with a standard deviation \( \sigma = 1.4 \).

![Figure 3 Smoothing effect on image](image)

**Finding gradients**

The gradient magnitudes (also known as the edge strengths) can then be determined as an Euclidean distance measure by applying the law of Pythagoras.

\[
|G| = \sqrt{G_x^2 + G_y^2}
\]

It is sometimes simplified by applying Manhattan distance measure to reduce the computational complexity.

\[
|G| = |G_x| + |G_y|
\]

Gx and Gy are the gradients in the x- and y-directions respectively.

The Euclidean distance measure has been applied to the test image. The computed edge strengths are compared to the smoothed image in Figure (4).

![Figure 4 Gradient magnitudes of image](image)

**Non-maximum suppression**

The purpose of this step is to convert the "blurred" edges in the image of the gradient magnitudes to "sharp" edges. Basically this is done by preserving all local maxima in the gradient image, and deleting everything else. The algorithm is for each pixel in the gradient image:

1. Round the gradient direction \( \theta \) to nearest 45°, corresponding to the use of an 8-connected neighborhood.
2. Compare the edge strength of the current pixel with the edge strength of the pixel in the positive and negative gradient direction. I.e. if the gradient direction is north (theta = 90°), compare with the pixels to the north and south.
3. If the edge strength of the current pixel is largest; preserve the value of the edge strength. If not, suppress (i.e. remove) the value.

**Double thresholding**

The edge-pixels remaining after the non-maximum suppression step are (still) marked with their strength pixel-by-pixel. Many of these will probably be true edges in the image, but some maybe caused by noise or colour variations for instance due to rough surfaces. The simplest way to discern between these would be to use a threshold, so that only edges stronger that a certain value would be preserved. The Canny edge detection algorithm uses double thresholding. Edge pixels stronger than the high threshold are marked as strong; edge pixels weaker than the low threshold are suppressed and edge pixels between the two thresholds are marked as weak.
Edge tracking by hysteresis

Strong edges are interpreted as “certain edges”, and can immediately be included in the final edge image. Weak edges are included if and only if they are connected to strong edges. The logic is of course that noise and other small variations are unlikely to result in a strong edge (with proper adjustment of the threshold levels). Thus strong edges will (almost) only be due to true edges in the original image. The weak edges can either be due to true edges or noise/colour variations. The latter type will probably be distributed independently of edges on the entire image, and thus only a small amount will be located adjacent to strong edges. Weak edges due to true edges are much more likely to be connected directly to strong edges.

Edge tracking can be implemented by BLOB-analysis (Binary Large Object). The edge pixels are divided into connected BLOB’s using 8-connected neighbourhood. BLOB’s containing at least one strong edge pixel is then preserved, while other BLOB’s are suppressed. The effect of edge tracking on the test image is shown in Figure.

Local Binary Pattern

Given a pixel in the image, an LBP [11] code is computed by comparing it with its neighbours:

\[
LBP_{p,r} = \sum_{p=0}^{P-1} s(g_p - g_e)2^p
\]

\[
s(x) = \begin{cases} 
0 & x \geq 0 \\
1 & x < 0 
\end{cases}
\]

Where \(g_e\) is the gray value of the central pixel, \(g_p\) is the value of its neighbors, \(P\) is the total number of involved neighbours and \(R\) is the radius of the neighbourhood. Suppose the coordinate of \(g_e\) is \((0, 0)\), then the coordinates of \(g_p\) are

\[
\left( R \cos\left(\frac{2\pi p}{P}\right), R \sin\left(\frac{2\pi p}{P}\right) \right)
\]

The gray values of neighbours that are not in the image grids can be estimated by interpolation. Suppose the image is of size \(I^1\) after the LBP pattern of each pixel is identified, a histogram is built to represent the texture image:

\[
H(k) = \sum_{i=1}^{I} \sum_{j=1}^{I} f(LBP_{p,r}(i,j), k), k \in [0, K]
\]

\[
f(x,y) = \begin{cases} 
1 & x = y \\
0 & \text{otherwise}
\end{cases}
\]

Where \(K\) is the maximal LBP pattern value. The \(U\) value of an LBP pattern is defined as the number of spatial transitions (bitwise 0/1 changes) in that pattern

\[
U(LBP_{p,r}) = |s(g_{p-1} - g_e) - s(g_0 - g_e)| + \sum_{p=1}^{P-1} |s(g_p - g_e) - s(g_{p-1} - g_e)|
\]

The uniform LBP patterns refer to the patterns which have limited transition or discontinuities \((U \leq 2)\) in the circular binary presentation. In practice, the mapping from \(LBP_{p,r}\) to \(LPB_{p,r}^{RF}\) which has \(P^*(P-1)\) distinct output values, is implemented with a lookup table of \(2^P\) elements. To achieve rotation invariance, a locally rotation invariant pattern could be defined as:

\[
LPB_{p,r}^{RF} = \begin{cases} 
\sum_{p=0}^{P-1} s(g_p - g_e) if U(LBP_{p,r}) \leq 2 \\
P + 1 & \text{otherwise}
\end{cases}
\]

The mapping from \(LBP_{p,r}\) to \(LPB_{p,r}^{RF}\) which has \(P+2\) distinct output values.

GABOR filter

In the one-dimensional case, the Gabor function consists of a complex exponential (a cosine or sine function, in real case) localized around \(x = 0\) by the envelope with a Gaussian window shape [10].

\[
g_{\alpha\varepsilon}(x) = \sqrt{\frac{a}{\pi}} e^{-ax^2} e^{-i\varepsilon x}
\]

for \(\alpha \in \mathbb{R}^+\) and \(\varepsilon, \alpha \in \mathbb{R}\), where \(\alpha = (2\sigma^2)^{-1}, \sigma^2\) is a variance and \(\varepsilon\) is a frequency. Dilation of the complex exponential function and shift of the Gaussian window when the dilution is fixed form kernel of a Gabor transform. The Gabor transform (a special case of the short-time Fourier transform) employs such kernel for time-frequency signal analysis. The mentioned Gaussian window is the best time frequency localization window in a sense of the Heisenberg uncertainty principle [12].

In a two-dimensional case, the absolute square of the correlation between an image and a two-dimensional Gabor function provides the spectral energy density concentrated around a given position and frequency in a certain direction. Moreover, the two-dimensional convolution with a circular (non-elliptical) Gabor function is separable to series of one-dimensional ones

\[
g_{\alpha\varepsilon}(x) = g_{\alpha\varepsilon,0}(x_0)g_{\alpha\varepsilon,1}(x_1)
\]

for \(\varepsilon = (\varepsilon_0, \varepsilon_1)\) and \(x = (x_0, x_1)\). Here, the actual frequency of the two-dimensional function is determined by \(\varepsilon = (\varepsilon_0^2 + \varepsilon_1^2)^{1/2}\). Furthermore \(\vartheta = \arctan\left(\frac{\varepsilon_1}{\varepsilon_0}\right)\) is an angle between x-axis and a line perpendicular to the ridges of a wave.

Gabor Wavelet

Elements of a family of mutually similar Gabor functions are called wavelets when they are created by dilation and
shift from one elementary Gabor function (mother wavelet), i.e.,
\[ g_{a,b}(x) = |a|^{-1/2} g_{a,b}(x/a) \]
for \( a \in \mathbb{R}^+ \) (scale) and \( b \in \mathbb{R} \) (shift). By convention, the mother wavelet has the energy localized around \( x = 0 \) as well as all of the wavelets are normalized \( \|g\| = 1 \). Although the Gabor wavelets do not form orthonormal bases, the discrete set of them form a frame.

The used notation is in accordance with [13]. The first order partial derivative of image \( I \) with respect to variable \( x \) is denoted by \( I_x \). Analogously \( I_{xx} \) denotes the second order partial derivative with respect to \( x \) and \( I_{xy} \) is the second order mixed derivative. Furthermore \( I_x(x, \sigma_D) \) denotes a partial derivative obtained at the location of an point \( x \) and calculated by using a Gabor wavelet with scales \( a \propto \sigma_D \).

**Edge Detection**

For the edge detection, the convolution in two perpendicular directions is performed with variously dilated wavelets (e.g., separately in row and column directions). It is necessary to use a wavelet which serves as the first order partial differential operator (e.g., a first derivative of a Gaussian function). Consequently, local maxima of module
\[ M(x, \sigma_D) = \sqrt{I_x^2(x, \sigma_D) + I_y^2(x, \sigma_D)} \]
are found. Only the maxima above a given threshold are considered (due to noise and slight edges). As a result, the edges for each scale are obtained.

**Corner Detection**

The key idea is to obtain the partial derivatives needed for a construction of an autocorrelation matrix
\[ \mu(x, \sigma_I, \sigma_D) = \sigma_D^2 g(\sigma_I) \ast \begin{bmatrix} I_x^2(x, \sigma_D) & I_x I_y(x, \sigma_D) \\ I_x I_y(x, \sigma_D) & I_y^2(x, \sigma_D) \end{bmatrix} \]
by using the convolution with the Gabor wavelets. A Gaussian window of SI scale is used for averaging of the derivatives. On this matrix, detectors are based. Also here, it is necessary to use such a Gabor wavelet which serves as the first order partial differential operator.

**Blob Detection**

Following the same principle, blobs can be detected [14] from the second order partial derivatives using a Hessian matrix
\[ H(x, \sigma_D) = \begin{bmatrix} I_{xx}(x, \sigma_D) & I_{xy}(x, \sigma_D) \\ I_{yx}(x, \sigma_D) & I_{yy}(x, \sigma_D) \end{bmatrix} \]

**V. CONCLUSION AND FUTURE WORK**

In this presented study paper a survey is conducted for finding methods of content based image retrieval process. In addition of that the features vector estimation and various frequently used techniques are also evaluated. In near future this technique is utilized to introduce a new image feature calculation technique, which is used for color image recognition and clearer and efficient edge detection.
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