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Abstract—This paper mainly deals with the issue of privacy preserving in data mining while collaborating a number of parties and trying to maintain confidentiality of all data providers details while collaborating their database. Here two type of attacks are addressed “insider attack” and “outsider attack”. In insider attack, the data providers use their own records and try to retrieve other data provider details. Formal protection model k-Anonymity, l-diversity, t-closeness are used to protect privacy. Here notion of m-privacy algorithm is used to maintain privacy and secure multiparty computation protocol can also be used for privacy preserving.
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I. INTRODUCTION

Privacy preserving is mainly used to prevent information disclosure. There are two type of information disclosure and they are Identity disclosure and attribute disclosure. Identity disclosure occurs when an individual is linked to a particular record in the released table, such that attacker can easily identified from the release table.

Attribute disclosure occurs when new information about some individuals is revealed. Privacy preserving is different from conventional data security. Privacy preservation techniques are mainly used to reduce the leakage of formation about the particular individual while the data are shared and released to public.

The Anonymization process is carried out to change the data, before its being published to public. The two ways to achieve privacy are, first is to release limited data, so that personal information cannot be identified and second is to pre-compute heuristics and release them instead of any data. Various Anonymization techniques are being used to maintain privacy and high data utility and they are generalization, suppression, anatomization, permutation and perturbation [1]. Most of the privacy preserving methods use generalization techniques. Various methods are used for Privacy Preserving Data Mining and they are Statistical methods which include Randomization methods, Swapping, Micro Aggregation and Synthetic data generation and the next method is Group based anonymization methods which include k-anonymity, l-diversity, t-closeness.

The classification of attribute in a table is given as key attributes, quasi-identifier (QI) and sensitive attributes. The key attribute is said to be the identifiers, which must be removed before publishing to public, since the attacker can easily identify the particular individual details. For example, consider a table 2 which is student table which is being released by a college by removing the identifiers.

II. THE K-ANONYMITY METHOD

The k-anonymity model requires that within any equivalence class of the micro data there are at least k records. K-anonymity requires each tuple in the published table to be indistinguishable from at least k-1 other tuples. The idea in k-anonymity is to reduce the granularity of representation of the data in such a way that a given record cannot be distinguished from at least (k – 1) other records [2].

In the given table 1, student’s details are provided such as Department, Age and Course.

<table>
<thead>
<tr>
<th>Department</th>
<th>Age</th>
<th>Course</th>
</tr>
</thead>
<tbody>
<tr>
<td>ME</td>
<td>20</td>
<td>Mechanics</td>
</tr>
<tr>
<td>MME</td>
<td>21</td>
<td>Mechanics</td>
</tr>
<tr>
<td>ME</td>
<td>20</td>
<td>Mechanics</td>
</tr>
<tr>
<td>CHE</td>
<td>22</td>
<td>Algorithms</td>
</tr>
<tr>
<td>CHE</td>
<td>23</td>
<td>Psychology</td>
</tr>
<tr>
<td>CHM</td>
<td>22</td>
<td>Real Analysis</td>
</tr>
<tr>
<td>CSE</td>
<td>26</td>
<td>Algorithms</td>
</tr>
<tr>
<td>CSE</td>
<td>25</td>
<td>Algorithms</td>
</tr>
<tr>
<td>CSE</td>
<td>26</td>
<td>Mechanics</td>
</tr>
</tbody>
</table>

Table 1: Students Micro Data

In Table 2 provides 3 equivalent class, here 3-anonymity by generalization is achieved.

<table>
<thead>
<tr>
<th>Department</th>
<th>Age</th>
<th>Course</th>
</tr>
</thead>
<tbody>
<tr>
<td>M*</td>
<td>[20-21]</td>
<td>Mechanics</td>
</tr>
<tr>
<td>M*</td>
<td>[20-21]</td>
<td>Mechanics</td>
</tr>
<tr>
<td>M*</td>
<td>[20-21]</td>
<td>Mechanics</td>
</tr>
<tr>
<td>CH*</td>
<td>[22-23]</td>
<td>Algorithms</td>
</tr>
<tr>
<td>CH*</td>
<td>[22-23]</td>
<td>Psychology</td>
</tr>
<tr>
<td>CH*</td>
<td>[22-23]</td>
<td>Real Analysis</td>
</tr>
<tr>
<td>CS*</td>
<td>[25-26]</td>
<td>Algorithms</td>
</tr>
<tr>
<td>CS*</td>
<td>[25-26]</td>
<td>Algorithms</td>
</tr>
<tr>
<td>CS*</td>
<td>[25-26]</td>
<td>Mechanics</td>
</tr>
</tbody>
</table>

Table 2: 3-anonymous Students Micro Data

K-anonymity cannot provide a safeguard against attribute disclosure. Various types of attacks are addressed in k-anonymity and they are homogeneity attack and the background knowledge attack. In Table 2, the first equivalence class has courses as Mechanics, which is same for all students with in age (20-21). This type of attack is said to be homogeneity attack.
In the same way, in table 2 if a student is known who is doing CSE and he is not interested in mechanics, then it is easy to predict that particular student is from the third equivalent class with help of the background Knowledge of the particular person. This type of attack is considered background knowledge attack.

III. ℓ-DIVERSITY METHOD

ℓ-diversity is used to overcome the drawback of k-anonymity and tries to put constraints on minimum number of distinct values seen within an equivalence class for any sensitive attribute. Definition 1 (The ℓ-diversity Principle): An equivalence class is said to have ℓ-diversity if there are at least ℓ “well-represented” values for the sensitive attribute. A table is said to have ℓ-diversity if every equivalence class of the table has ℓ-diversity [3]. The given table is said to be ℓ-diversified if every equivalence classes in the table contains at least ℓ well represented sensitive attribute values. ℓ-diversity must guarantee that the SA value of a particular person cannot be identified unless the adversary has enough background knowledge to eliminate ℓ−1 SA values in the person’s EC. Several measures were proposed to quantify the meaning of “well-represented” of ℓ-diversity. These include entropy ℓ-diversity [3], recursive (c,ℓ)-diversity [3] and simple ℓ-diversity.

There are two type of attacks faced in ℓ-diversity and they are Skewness attack and Similarity attack. The attribute disclosure cannot be overcome in ℓ-diversity, but identity disclosure is successfully handled.

IV. DISTRIBUTED DATA PUBLISHING

The data are gathered from multiple users and they are Collaborated [4] and two process can be carried out one is aggregation is done and then it is anonymized and another type is first the data are anonymized and then they are aggregated.

In figure 1(b), the Collaborative data publishing is carried out successfully with help of trusted third party (TTP) or Secure Multi-Party Computation (SMC) protocols, that guarantees that the information or data about particular individual is not disclosed anywhere, the privacy is maintained with help of SMC and there will be better data utility. Here it is assumed that the data providers are semi honest. So certain protocols are set and the all data providers accept that protocol and they continue the process.

In figure 1(a), the data providers are T1, T2, T3 and T4, here the data provider anonymize their own data and then they are aggregated and represented as T* and they are provided to the final user.

In figure 1(b), the whole data is collected from the data providers and they are aggregated using trusted third party or SMC and then they are anonymized. In these two types of methods two types of attacks are faced and they are insider attack and outsider attack. If the attack is made by the data providers then they are treated as “insider attack” and if the attack is carried out by the outsider then that type of attack is said to be “outside attack”. Here it is mainly focused on insider attack.

IV. DISTRIBUTED DATA PUBLISHING

The data are gathered from multiple users and they are Collaborated [4] and two process can be carried out one is aggregation is done and then it is anonymized and another type is first the data are anonymized and then they are aggregated.

In figure 1(b), the Collaborative data publishing is carried out successfully with help of trusted third party (TTP) or Secure Multi-Party Computation (SMC) protocols, that guarantees that the information or data about particular individual is not disclosed anywhere, the privacy is maintained with help of SMC and there will be better data utility. Here it is assumed that the data providers are semi honest. So certain protocols are set and the all data providers accept that protocol and they continue the process.

In figure 1(a), the data providers are T1, T2, T3 and T4, here the data provider an
Definition 2.2: (GENERALIZATION MONOTONICITY OF A PRIVACY CONSTRAINT [3], [6]) A privacy constraint $C$ is generalization monotonic if and only if, for any two Equivalence groups $A_1(T)$ and $A_2(T)$ that satisfy $C$, their union satisfies $C$ as well $C(A_1(T)) = true \& C(A_1(T)) = true$ so, $C(A_1(T)A_2(T)) = true$.

b) Heuristic algorithm

In heuristic algorithm $m$-privacy is efficiently checked with respect to an EG monotonic constraint. Then, it is modified to check $m$-privacy with respect to a non-EG monotonic constraint. The main aim for heuristic for EG monotonic privacy constraints is to search the adversaries with effective pruning, so that no need to check $m$ adversaries. Here two types of pruning strategies are used and they are Downward pruning and Upward pruning. In Downward pruning approach, if a coalition does not maintain privacy, then the sub-coalition of $m$-adversaries is no need to be checked, since that too won’t maintain privacy. In upward pruning process, if the coalition is able to maintain privacy, then the super coalition will also maintain privacy. The algorithm used here is Top-down algorithm and Bottom-up algorithm. The Top-down algorithm uses downward pruning strategies such that the top-down algorithm will check all $(n - 1)$-adversaries first, then smaller coalitions up to all $m$-adversaries and the Bottom-up algorithm uses upward pruning such that the bottom-up algorithm will check $0$-adversary up to all $m$-adversaries. By using these algorithms the time needed to check $m$ adversaries is saved. And the process is carried out fast.

c) Data provider-aware anonymization algorithm

The Data provider-aware anonymization algorithm is presented with adaptive $m$-privacy checking strategies to ensure high utility and $m$-privacy of anonymized data with efficiency. The above said algorithm is used on different condition, depending upon the data providers. The pruning strategies are selected according to the privacy and data utility and suitable algorithm is selected. Mostly top down algorithm with downward pruning is used which reduces $m$-adversary check. These are the three algorithm used in collaboration process to maintain privacy. The above used algorithm runs with help of Trusted Third Party (TTP). The third party used here might be semi honest, and can’t be trusted. To overcome this SMC protocol is used. Secure protocol verifies the privacy with respect to constraint $C$. SMC protocols are based on Shamir’s secret sharing [7], encryption, and other secure schemas. SMC protocol uses bottom-up approach. TTP can identify if duplicate record occurs from the data providers, but SMC protocol cannot detect the duplicate record. SMC [5] is mainly used to control the “insider attacker”. The SMC uses two computation concepts and they are Ideal model and Real model paradigm.

V. M-ANONYMIZER

The process carried out in m-Anonymizer is explained with help of flow chart. These are the following steps followed:-

- Data from $m$ providers are collected and collaborated.
- Next step is to identify the split point which is split horizontally until privacy is maintained.
- After doing splitting, the privacy constraint $C$ is selected such a way that ensures privacy for all individual data. $m$ privacy is checked with respect to the Constraint $C$.
- Next step is to check whether it is again split able, if it is possible then again the score is detected and the process from step 2 is again carried out.
- Next step is finding the privacy fitness score, which quantifies the level of privacy fulfillment of the group and the most suitable algorithm, is selected.

- If it is not split able then the final anonymized table is finalized, which maintains privacy and data utility.

VI. CONCLUSION

While collaborating the data of different data provider, two types of attacks are identified and they are insider attack and outside attack. The insider attack occurs from the data providers and attacker will be within the data provider, here it mainly deals with insider attack and how the individual detail is preserved from the attacker. And also data utility is also increased. Mainly three algorithms are used and they are notion of $m$-privacy, heuristic algorithm and adaptive provider aware algorithm. And the best method followed is to use SMC (secure multiparty computation) protocol, which is better than the TTP process.

VII. FUTURE ENHANCEMENT

Here the privacy is preserved only when there are limited numbers of data providers (45,222), but when the data providers increases, the privacy is not protected against $m$-adversaries. So work is carried out to maintain high data utility and to protect the privacy of the individual data of the data provider from adversaries.
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