Analyzing Pattern for Chromium Bug Area Classification
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Abstract—Software maintenance in software engineering is the modification of a software product after delivery to correct faults, to improve performance or other attributes. The purpose is to preserve the value of software over the time. The users report the bugs in the issue tracking system. Bug report contains many fields like title, description, version, OS, area etc. The quality of bug report affects the repair time. It is noticed that users often assign incorrect or don’t assign the area of bug which lead to bug reassignment and hence delay. Document categorization (based on text) with its diversified application has been widely studied by data mining, machine learning, and information retrieval communities. In this work we analyse the linguistic patterns to classify the bug into most three common areas: UI, web-kit and internals. The data set will be categorized using different classifiers viz. Naive Bayes, Support Vector Machine and Neural Networks etc.
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I. INTRODUCTION

A. Motivation

Quality of bug reports submitted to defect tracking systems is a topic that has attracted a lot of research attention. Previous studies reveals that the quality of information present in a bug report influences its resolution time and has impact on the productivity of the development team. Better the quality of bug report, lesser will be the fixing time. Area identification can help in proper bug assignment so as to avoid delay due to reassignment. The choice of textual data to grab this valuable information has a very intuitive reason at its core. While writing a bug report, the reporter, though himself not aware of the actual reason, tries to replicate the situation in which the error occurred. This replication contains sufficient evidences for a trigger or bug-fixer to identify the area of bug. So, this work aims at grabbing this intuitive power to automate the area assignment

B. Problem Description

The textual data (label followed by attributes) of a bug report is served as input to different classifiers. These classifiers build a model to correctly classify the area of bug reports. The performance of the various techniques are evaluated and compared.

II. BACKGROUND

Text categorization is the task of assigning a Boolean value to each pair < dj, ci > C D×C, where D is a domain of documents and C = {c1,..., cn} is a set of predefined categories. A value of T assigned to < dj, ci > C D×C indicates a decision to file dj under ci, while a value of F indicates a decision not to file dj under ci. More formally, the task is to approximate the unknown target function, S: D × C → {T, F} by means of a function S: D×C → {T, F} called the classifier (aka rule, or hypothesis, or model) such that S’ and S coincide as much as possible.

So given a test instance, we wish to predict a class label using the training model. The classification problem can be seen broadly in the following two versions: hard version and soft version. In hard version, a class label is explicitly assigned to the problem, whereas in soft version, a probability value is assigned to the test version. Other variations include assigning rank to different class choices.

The classification problem assumes categorical class labels, though continuous labels (regression modeling problem) are also possible. Broadly text classification problem can be viewed as a set-valued feature, where the presence or absence of a word predicts the class label. However, in practice the relevance of a term plays a very vital role where the relevance can be described in terms of the frequency of occurrence of terms. Thus, a text classification can be described by the sparseness of the word attributes and high dimensionality. The text classification technique can be divided into two heads: discriminative classifiers and generative classifiers. Some methods which are commonly used for text classification are:

Decision Tree: It constructs a hierarchical division of the underlying data space with the use of different text features

Pattern (Rule)-based: This classifier constructs a set of rules based on word patterns which are most likely related to the different classes.

SVM Classifier: It determines optimal boundaries (linear or nonlinear) between different classes [2].

Neural Network Classifier: It adapt to the use of word features [4].

Bayesian (Generative) Classifiers: These classifiers attempt to build a probabilistic classifier based on modeling the underlying features in different classes [3].

Other Classifiers include nearest neighbor problem, and genetic algorithm based classifier.
Feature selection is an important problem for text classification. In this we attempt to determine the features that are most relevant to the classification task. The measures such as gini index or the entropy are used to determine the level to which the presence of a particular feature skews the class distribution.

C. Feature Selection for Text Classification

The most fundamental task before classification is document selection and feature selection. Its importance, particularly in text data is due to the high dimensional text features and irrelevant features (noise). In general, a text can be represented as: bagofwords and textrepresentation as string. However, for simplicity, most text classification methods use bag-of-words model.

Most commonly applied techniques for both supervised and non-supervised applications are stop-word removal and stemming. In stop-word removal, the words which are not specific or discriminatory to different classes are eliminated. While in Stemming, different forms of the same word are consolidated to one.

III. METHODOLOGY

A. Naive Bayes Classifier

Naive Bayes is the simplest and commonly used generative classifier. It models the distribution of the documents in each class using a probabilistic model with independence assumption. These models compute the posterior probability with "bag of words" assumption. Naive Bayes Classification is a token based approach to text classification. For a given character sequence, it returns the joint probability estimates of categories and tokens.

\[
P(\text{category}|\text{text}) = \frac{P(\text{text}|\text{category}) \times P(\text{category})}{P(\text{text})}
\]

Where \( P(\text{category}) \) is the prior probability of occurrence. The naive property about Naive Bayes is that it assumes a "bag of word" model. In this model, all terms are considered independent of each other. Thus, a text can be visualized as a sequence of tokens, where all the tokens are independent of each other i.e.

\[
\text{text} = \pi_{\text{token}} \text{tokens}
\]

The above equation can be written as:

\[
P(\text{category}|\text{tokens}) = \pi_{\text{token}} P(\text{token}[i]|\text{category}) \times P(\text{category}) / P(\text{token}[i])
\]

The conditional probability \( P(\text{category}|\text{terms}) \) is defined in terms of two values: \( P(\text{token}|\text{category}) \) and \( P(\text{category}) \). We follow a step-by-step algorithmic procedure to construct a Naive Bayes Classifier for text classification [1]. The process is defined as

1. Data Extraction
2. Preprocess
3. Train
4. Test/Evaluate

B. Data Extraction

The size of the chromium bug report dataset as observed on the day of data extraction was approximately 1.8 lakh. From this whole, the reports for which area = UI or Internals or Webkit were selected for evaluation. The count of these reports is 67546. The chromium dataset is labeled, with 25017 classified as UI bug-reports, 26,808 as Internals and the remaining (15724) as webkit bug report. The training/testing data is divided in the ratio of 80/20 (i.e., 13511 for testing and rest for training). This dataset is provided to the Classifier for further computations.

C. Preprocess

Each file in the train/test set is tokenized by using a wrapping TokenizerFactory, which converts character sequences into sequences of token. The resultant is fed to the Regular Expression filter which extracts only alphanumeric sequences, thereby eliminating any special character sequence. All the tokens are converted to their lowercase equivalent. Finally, all the stop words including preposition, conjunction etc. are removed from the set of tokens. This task is achieved using the following code.

```java
static TokenizerFactory tokenizerFactory()
{
    TokenizerFactory factory = IndoEuropeanTokenizerFactory.INSTANCE;
    factory = new RegExpFilteredTokenizerFactory(factory,
        Pattern.compile("\p{Alpha+}"));
    factory = new
    LowerCaseTokenizerFactory(factory);
    factory = new
    EnglishStopTokenizerFactory(factory);
    return factory;
}
```

D. Train

Traditional Naive Bayes uses maximum a posterior (MAP) estimate of the multinomial distribution. Dirichlet smoothing is incorporated by adding a fixed prior to each count in the training data. Two counts are used to estimate the parameters:

- \( \text{tokencount}(w,c) \): number of times token \( w \) occurs in the training set for category \( c \).
- \( \text{casecount}(c) \): number of training instances for category \( c \).

The prior probabilities of \( \text{casecount} \) and \( \text{tokencount} \) are supplied through constructors to the classifier. So,

\[
p'(w|c) \propto \text{tokencount}(w,c) + \beta \\
\text{and } p'(c) \propto \text{casecount}(c) + \alpha
\]

The probability estimates are obtained using normalization as in the code:

```java
for (double[] counts : 
mTokenToCountsMap.values())
{
    double totalCountForCat =
        mTotalCountsPerCategory[cIndex]
+ mTokenInCategoryPrior;
    double countsForCat =
        mTokenCounts[cIndex];
    double caseCount =
        mCaseCounts[cIndex] + mTokenInCategoryPrior;
    probs =
        countsForCat / caseCount;
    return (tokenCatCounts[cIndex] + mTokenInCategoryPrior)
        / (totalCatCount + mTokenToCountsMap.size() * mTokenInCategoryPrior);
}
```
The model is trained on various values of supervised dataset.

```java
int numSupervisedItems = new Integer[1, 2, 4, 8,
16, 32, 64, 128, 256, 512]
```

E. Evaluate

The trained model is provided to the test dataset, which then evaluates it using various performance measures.

```java
double eval(TrainedNaiveBayesClassifier
    classifier,
    Corpus< overtHandler<classified<CharSequence>>
    corpus) throws HIGoneException,
    ClassNotFounException
    String[] categories =
    classifier.categorySet().toArray(new
    String[0]);
    Arrays.sort(categories);
    @SuppressWarnings("unchecked")
    JointClassifier<CharSequence>
    compiledClassifier =
    AbstractExternalizable<compileClassifier>;
    boolean storeInputs = false;
    JointClassifierEvaluator<CharSequence>
    evaluator;
    new JointClassifierEvaluator<CharSequence>(compiledClassifier,
        categories, storeInputs); corpus.visitTest(evaluator);
    ConfusionMatrix conMatrix =
    evaluator.confusionMatrix();
    System.out.println("Total Accuracy: "+
        conMatrix.totalAccuracy());
    System.out.println("FULL EVAL");
    System.out.println(evaluator);
    return evaluator.confusionMatrix().totalAccuracy();
```

F. Expectation Maximisation in Lingpipe’s Naive Bayes

EM works by iteratively training better and better classifiers using the previous classifier to label unlabelled data to use for training.

```java
set lastClassifier to initialClassifier for
    (epoch = 0; epoch<maxEpochs; ++epoch) {
        create classifier using factory
        train classifier on supervised items
        for (x in unsupervised items)
        {
            compute p(c|x) with lastClassifier
            for (c in category)
            train classifier on c weighted by p(c|x)
        }
        evaluate corpus and model probability
        under classifier
        set lastClassifier to classifier
        break if converged
    return lastClassifier
```

G. SVM Classifiers

SVM is a linear classifier for which the output
$p = \sum aiXi + b$ is a separating hyper-plane between the two classes. The hyper-plane specifies the maximum margin of separation. It is closely related to feature transformation methods, such as Fisher discriminant. It has been observed that text data is ideally suited for SVM classification because of the sparse high-dimensional nature of text.

![Fig 1: What is the best separating hyperplane?](image)

It is not necessary to use linear function for SVM classification. By using the *kernel trick*, one can construct a non-linear decision surface by mapping the data instance non-linearly to an inner product space where the classes can be separated linearly by a hyper-plane.

H. Neural Networks

```
Fig 2: Multi-layer neural network for nonlinear separation
```

The basic unit in a neural network is a neuron or a node. The input to the system is the term frequencies of the $i^{th}$ document. A neural network is an interconnection of these nodes where the connecting edge carries some weight. Thus a typical linear function used in neural network is as follows:

$$P_i = A \cdot \bar{X}_i$$

To induce complex, non-linear decision boundaries, multiple layer neural networks are used. The training process is quite complex and error needs to be back-propagated over different layers.

I. Performance Evaluation

Classic IR notions for effectiveness are Precision ($\pi$) and Recall ($\rho$). Precision for a class $c_i$ is defined as a conditional probability

$$P(\Phi(d_T, c_i) = T | \Phi(d_T, c - i) = T)$$

i.e. if a random document is classified under $c_i$, then the decision is correct. Analogously, recall for a class $c_i$ is defined as

$$P(\Phi(d_T, c_i) = T | \Phi(d_T, c - i) = T)$$

i.e. if a random document $d_i$ ought to be classified under $c_i$, this decision is taken. These probabilities can be estimated in terms of confusion matrix. A confusion matrix is described by four parameters:
Other Measures can be accuracy, error, F-measure etc. The cumulative match curve (CMC) is used as a measure of 1:m identification system performance. It judges the ranking capabilities of an identification system. The Receiver Operating Characteristic (ROC) is used as a measure of verification system performance.

IV. CHOICE OF TECHNIQUE

Broadly the classifiers can be divided into two heads: Generative Classifiers and Discriminative Classifiers

A. Generative Classifier

Bayesian Classifier: Multinomial Bernoulli Model is chosen.

B. Discriminative Classifier

SVM: linear/non-linear decision boundary with feature transformation

Neural: multilayer back propagation neural network

K-Nearest Neighbour: Object classified by majority vote of its neighbours.

V. ANALYSIS OF DATASET

Data of Google chromium issue tracking system is chosen for analysis. It finds its roots in the problem statement of automated bug classification. A bug report is a semi-structured text, with different attributes cumulatively conveying information about a single bug report. Above 1 lac Bugs were extracted for 4 years. A subset was chosen for an approximately 65K bugs belonging to UI, webkit and build are extracted for the classifier design. Training and Testing data Approximately 50 K used for training and remaining 15 K for testing.

Here we are looking for the textual aspect of bug interpretation along with some discrete features, so the attributes of concern are:

- Title
- Description
- Operating System

VI. RESULTS

<table>
<thead>
<tr>
<th>Table 1: Naive Bayes Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
</tr>
<tr>
<td>Full Evaluation</td>
</tr>
<tr>
<td>Internals Vs All</td>
</tr>
<tr>
<td>Webkit Vs All</td>
</tr>
<tr>
<td>UI Vs All</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2: Confusion Matrix for Naive Bayes Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Vs Response</td>
</tr>
<tr>
<td>Internals</td>
</tr>
<tr>
<td>Webkit</td>
</tr>
<tr>
<td>UI</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: 10-Cross Fold Results for Naive Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4: EM in Lingpipe’s Naive Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5: SVM Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel Function</td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6: Confusion Matrix for SVM (Linear Kernel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Vs Response</td>
</tr>
<tr>
<td>UI</td>
</tr>
<tr>
<td>Internals</td>
</tr>
<tr>
<td>Webkit</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7: Results for SVM (Linear Kernel), One Vs All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
</tr>
<tr>
<td>--------------------------</td>
</tr>
<tr>
<td>Internals Vs All</td>
</tr>
<tr>
<td>Webkit Vs All</td>
</tr>
<tr>
<td>UI Vs All</td>
</tr>
</tbody>
</table>
**TABLE 8: K-NN RESULTS AT K=10(BEST)**

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>10-Fold average accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>78.5</td>
<td>73.76</td>
</tr>
</tbody>
</table>

| No. Of Layers | 3        |
| No. Hidden Nodes | 10, 20   |
| No. Of nodes for best results | 10      |
| Accuracy      | 81.1     |
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