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Abstract- Sorting is a term which is very commonly used in computer science. It is a process of arranging items according to a certain order or in a particular sequence. The algorithm which are used for sorting generally consist of operations that includes comparison, swapping and assignment, as well as it may facilitate some other operations such as searching, arranging and merging of data. In this paper we proposed a new algorithm which is a combination of selection sort and bubble sort. During each iteration the smallest and largest elements are placed at its appropriate location. In our proposed approach, we reduces the running time complexity of selection sort in best case scenario and also improving the running time of bubble sort in worst cases. Observations and results are reported in support of the proposed idea.
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I. INTRODUCTION

Sorting is a term which refers to the arrangement of elements into a sequence or in some kind of order from a collection of unsorted data is termed as Sorting. For example, a list of names can be arranged in their lexicographic order; a list of eligible candidates can be arranged according to their experiences.

Sorting has been the major area of research in computer science as it is one of the important factors that helps in optimization of other algorithms such as linear search & binary search[1] etc. Some algorithms are simple which uses less number of resources and are fast. Some are spontaneous but complex. Before going into details of specific algorithms, we should know some of the operations that are used to analyze a sorting process i.e. in order to sort a collection of unsorted elements, it is necessary to have some systematic way to arrange the elements. First of all, it is necessary to compare two elements to check which element is smaller (or larger). Therefore the total number of comparisons will be the most common way to measure a sorting process. Secondly when elements are not in their proper order with respect to one another, then it is necessary to exchange them because it incurs a lot of cost to perform these operations. So there is the requirement of an algorithm which minimizes the number of exchanges to improve the overall efficiency of the algorithm [3]. However there exists a direct relationship between the algorithm’s complexity and its effectiveness[8].

We have abundant of searching and sorting algorithms that have been developed to sort and search the elements in different fashion. The number of swaps in any sorting algorithms defines the computational complexity. If we compute an ample number of elements than it will take essential amount of resources which leads to increase the computing time and directly accelerate the overhead. Similarly if we take smaller list then the computing resources and time takes less overhead [3].

There are different cases of measuring the performance of sorting algorithms i.e. best case, average case & worst case. For example, the best case scenario for a simple linear search on an array occurs when the desired element is the first element in the list. Average case is similar to worst case, but in worst case scenario where the element to be searched is present at the end of the list than the number of swaps are comparatively greater than the average case [1].

Before selecting the algorithm we have to look up on certain factors such as memory space required for storing elements, computational resources, computational time and number of comparisons etc. As we know that their does not exist a single algorithm which can overcome all the problems, so to select the algorithm we have to consider all the factors and choose the best algorithm accordingly[2].

II. RELATED WORK

A. SELECTION SORT

As the name implies selection sort selects the elements on the basis of comparison and swapping. The working principal of selection sort algorithm in first phases that it selects the first element in the array assigning as the first position(assuming the arrangement of elements are in ascending order) and then it compares the value of the first position with remaining elements in the list. If the first element is smaller than it sets first position in the array else it swaps the value of initial position with the smallest element present in the array and it sets the first position.

Similarly in the second pass it compares the elements from the second position (i.e. First element is already being sorted), and set the position accordingly.

The selection sort algorithm:

Algorithm: Selection Sort (a[], n)

Here a is the unsorted input list and n is the size of the array.
1. Repeat steps 2 to 4 from i=0 to n-1
2. Set min=a[i]
3. Repeat for count=i+1 to n
   If (a[count]<a[min])
      Set min=count
End if
4. Interchange data at location a[count] and min

The above algorithm takes two loops one within the other, the outer loop contains n number of comparisons and the inner loops takes n-1 comparisons. Adding the number of comparison we get:-

\[(n-1)+(n-2)+\ldots+3+2+1=n(n-1)/2 \quad \ldots \ldots \quad (i)\]
The comparison of shaded positions is done and the smallest of the compared values is placed at the desired location. After this phase the first element is the smallest one placed at appropriate location shown below (Figure 1).

| 24 | 36 | 5 | 18 | 2 | 35 | 9 | 7 |
| 24 | 36 | 5 | 18 | 2 | 35 | 9 | 7 |
| 5  | 36 | 24 | 18 | 2 | 35 | 9 | 7 |
| 5  | 36 | 24 | 18 | 2 | 35 | 9 | 7 |
| 2  | 36 | 24 | 18 | 5 | 35 | 9 | 7 |
| 2  | 36 | 24 | 18 | 5 | 35 | 9 | 7 |
| 2  | 36 | 24 | 18 | 5 | 35 | 9 | 7 |
| 2  | 36 | 24 | 18 | 5 | 35 | 9 | 7 |

**FIGURE 1**: SHOWS THE FIRST PHASE OF SELECTION SORT.

The best case scenario of selection sort gives the complexity of $O(n^2)$. Nonetheless when the list is in sorted order as it has to perform $n(n-1)/2$ comparisons[4]. In average and worst cases the number of comparisons remains the same because of which, it is not suitable for handling large files[5]. Complexity of the selection sort algorithm is shown in table I.

<table>
<thead>
<tr>
<th>Best Case</th>
<th>Average Case</th>
<th>Worst Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
</tbody>
</table>

**TABLE I**: COMPLEXITY OF SELECTION SORT.

**B. BUBBLE SORT**

Bubble sort algorithm works on the basis of comparison and swapping. In the first phase of bubble sort, starting element of the list is compared with the very next element of the list and so on. It arranges the list with continuous interchanging of elements if necessary due to this the largest element is placed in its appropriate location means it will be the last element in the list[assuming the list is sorted in ascending order]. The above method is repeated until all the elements of the list are sorted[3].

**Algorithm**: Bubble Sort (a[], n)
Here a is the unsorted input list and n is the size of array.
1. Repeat step 2 for i = 0 to n-2
2. Repeat step 3 for j = 0 to n-i-2
3. If (a[j]>a[j+1])
   Interchange a[j] and a[j+1]
End if
Above algorithm takes n-1 comparisons in one iterations as well as n-1 passes to sort the unsorted input list. The best case scenario of bubble sort gives the complexity of $O(n^2)$. Nonetheless when the list is in sorted order then also it has to perform (n-1) comparisons. In average and worst cases the number of comparisons remains the same so its complexity remains the same[3][7].

The comparison of shaded positions is done and the largest of the compared values is placed at the latter location, so that they are in proper order. After this phase the last element is the largest one bubbled to its appropriate location shown below (Figure 2):

| 24 | 36 | 5 | 18 | 2 | 35 | 9 | 7 |
| 24 | 36 | 5 | 18 | 2 | 35 | 9 | 7 |
| 24 | 5  | 36 | 18 | 2 | 35 | 9 | 7 |
| 24 | 5  | 18 | 2  | 36 | 35 | 9 | 7 |
| 24 | 5  | 18 | 2  | 35 | 9  | 36 | 7 |
| 24 | 5  | 18 | 2  | 35 | 9  | 36 | 7 |

**FIGURE 2**: BUBBLE SORT: THE FIRST PHASE

After the first phase the largest value will be in its appropriate location. In second phase we are left with n-1 elements to sort and so on . After completing entire phases, the smallest element will be placed at its appropriate location[4],[6]. Complexity of the bubble sort algorithm is shown in table II.

<table>
<thead>
<tr>
<th>Best Case</th>
<th>Average Case</th>
<th>Worst Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
</tbody>
</table>

**TABLE II**: COMPLEXITY OF BUBBLE SORT.

**III. PROPOSED SYSTEM: CSB SORT ALGORITHM**

In this algorithm we are combining two sorts that is selection and bubble sort. The CSB (Combined selection bubble sort) is based on the collective use of selection and bubble sort in one pass so that during each pass two elements are arranged at a time, the smallest one is placed to its appropriate place while bubbling up the maximum element to its appropriate place in the array.

By using the combination of both , the number of swaps are reduced considerably, as well as it overcomes the best time complexity problem of selection sort by having the best time complexity of $O(n)$ instead of $O(n^2)$.
**Algorithm:** CSB Sort (a[], n)

Here a is the unsorted input list and n is the length of array. After completion of the algorithm array will become sorted:

1. fswap = true [Set the flag to initiate the loop]
2. Repeat step 3 to 7 for i = 1 to n/2 and while fswap is true.
3. swap = false;
   Min = a[i-1]
   Pos = i-1
4. Repeat step 5 to 7
   For j = i-1 to n-i-1
5. If a[j]>a[j+1] Swap a[j] and a[j+1] fswap =true.
   End If
6. If (min> a[j])
   min =a[j] and pos = j;
   Else
   If (min> a[j+1])
   min = a[j+1]
   pos = j+1
   End If
   End If
7. If pos != i-1
   Swap(a[i-1] and a[pos])
   End If

The above algorithm takes two loops one within the other and the total number of comparisons are:

\[(n-1)+(n-3)+(n-5) + \ldots + 1 = n^2/4 \quad \ldots \ldots \quad (ii)\]

The comparison of shaded positions is done and the largest of the compared values is placed at the latter location, the minimum value is placed in the min variable and its location in the pos variable. At the end of the phase the minimum value is placed at its appropriate location and the largest element is bubbled to its appropriate location. Thus setting up two locations in each phase as shown below (Figure 3):

<table>
<thead>
<tr>
<th>Pos</th>
<th>Min</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24</td>
<td>56</td>
<td>5</td>
<td>18</td>
<td>24</td>
<td>35</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
<td>56</td>
<td>5</td>
<td>18</td>
<td>24</td>
<td>35</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>56</td>
<td>5</td>
<td>18</td>
<td>24</td>
<td>35</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>56</td>
<td>5</td>
<td>18</td>
<td>24</td>
<td>35</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>56</td>
<td>5</td>
<td>18</td>
<td>24</td>
<td>35</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>56</td>
<td>5</td>
<td>18</td>
<td>24</td>
<td>35</td>
<td>9</td>
<td>7</td>
</tr>
</tbody>
</table>

After completing entire phases, all the elements will be placed at its appropriate location and complexity of the CSB sort algorithm is shown in table III.

<table>
<thead>
<tr>
<th></th>
<th>Best Case</th>
<th>Average Case</th>
<th>Worst Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>O(n)</td>
<td>O(n^2)</td>
<td>O(n^2)</td>
<td></td>
</tr>
</tbody>
</table>

**IV. RESULTS AND ANALYSIS**

The following graphs demonstrate the performance of selection, bubble, and CSB sort with respect to sorted list (best case), random list (average case) and reverse sorted list (worst case). The comparisons of iterations. The CSB Algorithm has the complexity of O(n) i.e. in the best case, O(n^2) i.e. in the average case and O(n^2) i.e. in the worst case. The time complexity is the same but it reduces the number of swaps operations (as compared to bubble sort) and number of comparisons (as compared to bubble sort and selection sort).

**TABLE III: COMPLEXITY OF CSB SORT.**
V. CONCLUSION

The proposed algorithm has a significant enhancement over the original sorting algorithms. In best case scenario of selection sort, it includes unnecessary comparisons of elements when the list is in sorted order and it takes n-1 iterations, but in case of CSB Algorithm no. of iterations are reduced as well as unnecessary comparisons are avoided. This paper shows substantial advantage over classical algorithms it actually improves the running time complexity of selection sort in best case scenario and also improves the running time of bubble sort in worst cases by doing so we are actually minimizing the number of comparisons or the number of exchange which enhances the inefficient algorithms.
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