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Abstract: Face recognition is the most important challenging in the research area of computer vision. Different types of illumination take place from dim light condition to dark light condition. Two types of condition are there. a) Controlled condition b) uncontrolled condition. In this paper we are presenting a detail survey on image based face recognition under such uncontrolled condition. Here we explore different technique proposed for illumination problem and in addition with the classifier that we have been successfully used for the face recognition in general.

1. INTRODUCTION

Face recognition is the very simple term; it is a process of recognizing the face of the person by a system. It is very difficult to use across the surveillance system. And also difficult to acquire the faces in controlled environment. So there is system which can capable to recognize the faces captured even in the poor lighting condition as against the faces taken in controlled environment. Many approaches have been proposed during the last 30 years of decade. However the real world scenario is the remains the challenge. And moreover all the technique are greatly affected and there accuracy affected by variation of illumination. Illumination problem arise when the same face appear differently due to the changing in light.

During the last decade different approaches towards the face recognition system that have been proposed can be classified into four main categories. a) Model based method which can employ texture of the face and shape. Along with the 3D depth information. b) Technique using the neural network c) Holistic methods which can use whole face as a region) template based face recognition where face template has been extracted and used for face recognition. Many problem has been solved and many problem is still remain in the field of research. We are presenting the survey paper that comprises as much literature study for the reader to understand that what exactly the variation can be caused by variation in illumination ,what approaches had been done up till now to make continues improvement in existing system and their drawbacks.

The paper is differentiate as follows in section 2 , overview of face recognition system, basic steps which are involved in the face recognition system in section 3 will discuss about the challenges in face recognition. in section 4. Referred methods and section 5.classifiers that have been used in face recognition and finally summery and conclusion are given.

2. FACE RECOGNITION SYSTEM

There are lots of application where a person’s identification is important as well as there are many different identification technologies are available and many of those are also in commercially use for years. Most common person identification and verification is PIN (Personal Identify Number)[4][5]. In this method the problem is person can be forget his PIN or it can be stolen for misuse. This problem can be solved using “biometrics” identification systems. This can use pattern recognition technique to identify the person using their characteristics. Those are fingerprints, iris recognition and retina recognition voice recognition, face recognition etc.

Face recognition is an important sub domain of the object recognition in which research community has shown their interest. Face recognition is very popular because of commercialism of technological achievements. Face recognition application is crucial areas such as security, face finding system, banking transaction, login by face recognition, AFRS. AFRS track the person movement and behavior who entered I the captured region. Face finding system is a system that can automatically find the images of person from the database. Recent studies show that Kenya government is planning to use face recognition at ATMs to replace person’s credentials.

The advantage of face detection is that verification of person can be easy from the crowed. In current research most exiting face recognition is only work with the frontal or nearly frontal image of faces under controlled environment to contain much information.

2.1 Face recognition basic steps.

Face Recognition basic steps is given below.
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First an image of the face is required ether by capture from camera or input stored images. Second, software is employed to detect the location of any face in the image. Third step will be feature extraction and it is very important for classification task. In fourth step face database has been added to the step three, in the fifth step feature extraction data and face database has been matched. Feature matching is match the data from the generated face and check with the decision maker and gives the appropriate output.

3. CHALLENGING IN THE FACE RECOGNITION SYSTEM

Face recognition is an well known research area and still remain many problem which does not work such as various illumination condition like dim light condition to dark light condition, illumination expression, occlusion, face rotation etc. result reveal in all face recognition techniques successful in well control environments. But their performance becomes low due to variation in illumination. These are major problems in face recognition.

3.1 Preprocessing

At the first stage the image or captured image has to go with preprocessing method which reduces the effect of illumination variation in the image. For illumination normalization the preprocess chain mainly categorized in five different steps. RGB to Gray Scale Image, Gamma Correction, Difference of Gaussian, Masking and Equalization of Normalization. In this preprocess steps the darkness of images has been removed. But still need necessary to get the information from the input image from feature extraction.

The input image of the face recognition has been downloaded from various internet databases. Eg.Yale B database. Which can be either in dark illumination or other situation. All input images have a proper dimension of particular database.

1. RGB to Gray Scale

Humans perceive color through wavelength-sensitive sensory cells called cones. There are three different types of cones, each with a different sensitivity to electromagnetic radiation (light) of different wavelength. One type of cone is mainly sensitive to red light, one to green light, and one to blue light. By emitting a controlled combination of these three basic colors (red, green and blue), and hence stimulate the three types of cones at will, we are able to generate almost any perceivable color. This is the reasoning behind why color images are often stored as three separate image matrices; one storing the amount of red (R) in each pixel, one the amount of green (G) and one the amount of blue (B). We call such color images as stored in an RGB format.

In grayscale images, however, we do not differentiate how much we emit of the different colors, we emit the same amount in each channel. What we can differentiate is the total amount of emitted light for each pixel; little light gives dark pixels and much light is perceived as bright pixels. When converting an RGB image to grayscale, we have to take the RGB values for each pixel and make as output a single value reflecting the brightness of that pixel. One such approach is to take the average of the contribution from each channel: \((R+B+C)/3\). However, since the perceived brightness is often dominated by the green component, a different, more "human-oriented", method is to take a weighted average, e.g.: \(0.3R + 0.59G + 0.11B\).

A different approach is to let the weights in our averaging be dependent on the actual image that we want to convert, i.e., be adaptive. A (somewhat) simple take on this is to form the weights so that the resulting image has pixels that have the most variance, since pixel variance is linked to the contrast of the image. In the applet above, the "optimal projection" calculates how we should combine the RGB channels in the
selected image to make a grayscale image that has the most variance.

2. Gamma Correction

Gamma Correction is a nonlinear gray-level transformation used to correct the power-law transformation phenomena which perform the transformation of an input image to its original appearance. This transformed gamma-corrected image is free from the darkness by compressing all the dark regions into bright regions. It replaces the original gray-level I with IT by considering Y > 0, but lies between 0 and 1 (i.e., Y ∈[0, 1]). Here, the obtained image after gamma correction should be an illumination free image. Hence the value of T can be range from [0, 0.5] and by default the value of Y = 0.2 is to be considered.

3. Difference of Gaussian

Gamma Correction does not remove the complete darkness. Their remains the local shadings such as the shadow below the eye contacts, nose shadow, etc., and those can be removed by applying the high-pass filtering thus by simplifying the recognition problem. The high-pass filter is the one which attenuates low frequencies while passing high frequencies so that the edges of the image become sharper. Hence by implementing the filters using explicit convolution, boundary effects can be minimized. Gaussian filters are the special analysis tools which are easy to manipulate. Utilizing the characteristics of Gaussian function, the gamma-corrected image generates the informative image using the difference between the two Gaussian filters according to the local contrast information of the images [5]. The two Gaussian filters with the variances σ1 = 1.0 and σ2 = 2.0 by default (always σ1 < σ2) can be considered. Though gamma correction produces an informative image, still without DoG filtering, the resulting images suffer from reduced local contrast in shadowed regions [Xiaoyang et al 2010].

4. Masking facial regions such as hair style, beard, etc., that are felt to be irrelevant, then masking can be applied, which simply has a face-shaped region. Also the background change can be minimized by using a mask.

5. Equalization of normalization:

The final stage of the preprocessing chain rescales the image intensities. It is important to use a robust estimator because the signal typically contains extreme values produced by highlights, small dark regions such as nostrils, garbage at the image borders, etc. One could use (for example) the median of the absolute value of the signal for this, but here a simple and rapid approximation is preferred based on a two stage process as follows: Here, a is a strongly compressive exponent that reduces the influence of large values, T is a threshold used to truncate large values after the first phase of normalization, and the mean is over the whole (unmasked part of the) image. By default we use a = 0.1 T = 10[Tan and Triggs, 2010].

6. Histogram and Computation Time

The difference between the input face image's histogram before and after the proposed preprocessing stage is given in the figure 4. This illustrates clearly how important the preprocessing to be done in order to reduce the unwanted noise or the highly variable lighting differences from the images to get the fruitful information for extracting of the features for the agent. Run time is considered to be very important. The computational time taken by the Matlab is only about 60ms for 150 x 130 dimension image.
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**Figure 4 Difference between the histograms before and after preprocessing of the image**

4. REFERRED METHODS

1. Local Binary Pattern (LBP)

Local Binary Pattern (LBP)[7] (Ojala et al., 2002) it is characterized between a pixel and its neighbor. The face image can be divided into some small facets from which LBP features can be extracted. These feature joined into feature histogram and efficiently representing the face image. LBP is unaffected by any monotonic grayscale transformation in that the pixel intensity order is not changed after such a transformation. [5]

2. Local Ternary Pattern (LTP)

A local ternary pattern (LTP)[8], another important extension of original LBP is proposed. The most important difference between the LTP and LBP is that the LTP use 3-valued codes instead 2-valued codes in the LBP. Because of the extension, the LTP is more discriminate and less sensitive to noise. To apply the uniform pattern in the LTP, a coding scheme that split each ternary pattern into its positive and negative halves is also proposed in (Tan & Triggs, 2010). The resulted halves can be treated as two separated LBPs and used for further recognition task. The local directional pattern is more robust against noise and non-monotonic illumination changes.[5]

3. Block-based Histogram Equalization (BHE)

This method is also called local histogram equalization or region based histogram equalization. The
face image can be divided into several small blocks according to the positions of eyebrows, eyes, nose and mouth. Each block is processed by HE[6]. they are overlapped by half with each other to avoid the discontinuity between the adjacent block. BHE is simple so that the computation required of BHE is much lower than that of AHE. The noise produced by BHE is also very little.

4. Principle Component Analysis (PCA)

The illumination may greatly influence the success rate of the recognition stages. In these days face normalization is frequently used in face recognition. Wand et.al.[4]recommended a bit-plane generalized PCA algorithm that can improve the robustness of illumination. Principle component analysis is a standard technique used in signal processing and statistical pattern reorganization for feature extraction and data reduction. PCA is also known as eigenface method.

5. CLASSIFIER

1. KNN classifier

Classification (generalization) using an instance-based classifier can be a simple matter of locating the nearest neighbor in instance space and labeling the unknown instance with the same class label as that of the located (known) neighbor. This approach is often referred to as a nearest neighbor classifier. The downside of this simple approach is the lack of robustness that characterizes the resulting classifiers. More robust models can be achieved by locating k, where k > 1, neighbors and letting the majority vote decide the outcome of the class labeling. The nearest neighbor classifier can be regarded as a special case of the more general k-nearest neighbors classifier, hereafter referred to as a KNN classifier. The drawback of increasing the value of k is of course that as k approaches n, where n is the size of the instance base, the performance of the classifier will approach that of the most straightforward statistical baseline, the assumption that all unknown instances belong to the class most frequently represented in the training data. This problem can be avoided by limiting the influence of distant instances. One way of doing so is to assign a weight to each vote, where the weight is a function of the distance between the unknown and the known instance. By letting each weight be defined by the inverted squared distance between the known and unknown instances votes cast by distant instances will have very little influence on the decision process compared to instances in the near neighborhood. Distance weighted voting usually serves as a good middle ground as far as local sensitivity is concerned.

2. Neural networks (NN)

Neural networks are well known classifiers which have been used widely in face detection [11, 12, 13, 14.15, 16] when detection rate is in focus. Rowley et al. [12] presented a neural network-based upright frontal face detection system. When neural network scans the entire image for finding possible faces without any prior knowledge [12, 15], it needs high computation. To sum up, the limitations of NN include high computations between the layers of the neural networks and also problems in adjusting the topology of the network. Neural network is used for training data set and also for testing purpose.

6. SUMMARY

As we have gone through the literature and reviewed most of the recent developments in face recognition none of the techniques is able to provide best performances under all uncontrolled circumstances. Although, face recognition has been claimed to be an almost solved problem, however recognition under uncontrolled conditions remained a field of research. Most of the strategies that have been analyzed claim satisfactory recognition rates only when tested on standard databases or some part of them. As per database is concerned, CMU-PIE and Yale-B has been widely used for pose and illumination problem. Another important issue is the classifiers that are used for face recognition. Some of the widely used classifiers have been discussed in classifier section. The recognition rate claimed by each of them depends on the database used and the number of subjects on which classification task has been performed. Face recognition from video and multimodal recognition is going to have an important role in next generation smart environments. We have tried our best to provide researchers a comprehensive review in the field of illumination and pose invariant face recognition along with the recognizers/classifiers that have been used.
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